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Effect of Hydrofoil Shapes on
Partial and Transitional Cavity
Oscillations
The effects of foil geometry on partial and transitional cavity oscillations were examined
by experiments. The transitional cavity oscillation can be observed in the upstream pres-
sure fluctuation for all foils and the amplitude of oscillation becomes larger when the
maximum cavity length becomes larger than about 75% of the chord length. The Stroulal
number based on the chord length correlated with the value of a parameter � /2� and
increased from 0.07 to 0.17 with the increase of � /2� from 2.0 to 6.0 for all foils. For
thicker foils, the partial cavity oscillation could not be detected in the upstream pressure
fluctuation. However, semi-periodical cavity shedding corresponding to the partial cavity
oscillation could be visually observed for all foils and the Strouhal number based on the
mean cavity length was about 0.15–0.35 for all foils. Thus, the effect of foil geometry
appears only in the strength of partial cavity oscillation. �DOI: 10.1115/1.2734183�

Keywords: cavitation, hydrofoil, oscillation, partial cavity, transitional cavity

1 Introduction
The effect of foil geometry on transitional and partial cavity

oscillations was examined from the tests on seven foils with dif-
ferent thickness and nose radius. The transitional cavity oscillation
typically occurs for the transition between partial and supercavi-
tation, whereas a partial cavity oscillation is accompanied by
cloud cavity shedding and is often simply called cloud cavitation.
The observation of the oscillations was made by upstream pres-
sure fluctuation measurements and by visual observations using
high-speed video. The transitional cavity oscillation could be ob-
served for all foils with nearly the same frequency. The partial
cavity oscillation could be identified from the inlet pressure fluc-
tuations only for thinner foils, but semi-periodical cavity shedding
could be observed for all foils. Observation of the flow around
thinner foils shows that the noncavitating flow is separated at the
test incidence angle �=8 deg and bubbly cavitation is observed,
whereas for thicker foils the noncavitating flow is attached and a
clear sheet cavity was observed. Irrespective of these differences,
the Strouhal number was nearly the same for all foils, both for
transitional and partial cavity oscillations. Discussions on the
cause of those cavitation instabilities are made based on the ex-
perimental results.

2 Experimental Apparatus and Procedure

2.1 Experimental Apparatus. The experimental apparatus is
shown in Fig. 1. This is a closed-loop tunnel at Osaka University,
and the base pressure and, hence, cavitation number are adjusted
by using a vacuum pump connected to the top of the pressure
control tank. Tap water is used as the working fluid, which is
degassed by leaving it at least one night under depressurized con-
dition after circulating it for a certain amount of time. Typical air

content before the test was 3.3 mg/L or 3.5 ppm. The flow rate is
measured by an electromagnetic flowmeter placed downstream of
a circulating pump. A three-bladed inducer is used as the circulat-
ing pump at a flow coefficient �=0.1. At this flow coefficient,
cavitation instabilities are observed only for �=0.03. Since the
minimum cavitation number in the present experiments is �
=0.07, any cavitation instability caused by the inducer is avoided.
The resonant frequency of the hydraulic system was not mea-
sured, but it was confirmed in �1� that the frequency of the tran-
sitional cavity oscillation did not depend on the length of the
upstream pipe L �L is fixed at 373 mm in the present study�, while
the frequency of the partial cavity oscillation approximately
scaled with 1/�L �Franc and Michel �2�, for this correlation�.

2.2 Test Foils. The seven foils used in the present study are
shown in Fig. 2. The foil shape shown in Fig. 2�a� “NACA0015”
is the original NACA0015 geometry. “NACA0010 1/2” and
“NACA0006,” shown in Figs. 2�b� and 2�c�, are of a 70% and
40% thickness of the NACA0015 foil shape, respectively. The
foils shown in Figs. 2�d�–2�f� are flat-plate foils with different
leading-edge radii. The foil shown in Fig. 2�g� is the CAV2003
foil proposed by Franc and Schnerr �3� for the workshop on nu-
merical comparison of cavitation codes. The chord length is C
=70 mm for all foils, and the span is also 70 mm. The angle of
attack � for flat-plate foils are defined as shown in Fig. 3.

2.3 Experimental Procedure. The height and width of the
test section are 70 mm and 100 mm, respectively, as shown in
Fig. 1�b�. With this ratio of chord length to channel width 70/100,
a linear closed-cavity model predicts a minimum at � /2�=6.1
and l /C=0.73 in a � /2�− l /C plot, while those values for an
isolated hydrofoil are � /2�=5.2 and l /C=0.75. Therefore, the
blockage effect is expected to be small. The foils are placed in the
test section without clearance on both sides. The leading edge of
the test foil is placed 373 mm downstream of the water tunnel
nozzle that has a contraction ratio of 4.65. The walls around the
test section are made of transparent acrylic resin so that observa-
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tions can be made with a high-speed video camera �4500 fps�.
The speed of the incoming flow is U=5 m/s for all tests, and the
cavitation number is controlled by changing the base pressure in
the tank. The pressure fluctuations at 120 mm upstream of the
leading edge of the foil are measured by a flush-mounted pressure
transducer �KYOWA PGM-2KC, strain-gage type� as shown in
Fig. 1.

Cavitation number is defined as �= �p1− pv� / ��U2 /2�, where p1
is the inlet pressure measured at 120 mm upstream of the leading
edge of test foil, pv is the vapor pressure, and � is the density of
water.

3 Experimental Results

3.1 Upstream Pressure Fluctuation. In Fig. 4, the spectra of
upstream pressure fluctuations for NACA-type foils are shown.
The spectra for NACA0010 1/2 were quite similar to those of
NACA0015 and omitted here to save space. The angle of attack
for these tests is �=8 deg. Obvious peaks are observed at about
f =10 Hz with higher harmonic components in the range of cavi-
tation number 0.8���1.4 for all NACA-type foils. This is the
transitional cavity oscillation, as will be discussed later. For
NACA0006 foil, higher-frequency components corresponding to
the partial cavity oscillation can be observed at higher cavitation
numbers. The frequency of this component is increasing rapidly
with an increase of the cavitation number. Similar results are seen
in Kjeldsen et al. �4� and Sato et al. �1�. This component was not
observed for NACA0015 and NACA0010 1/2 foils.

The spectra of upstream pressure fluctuations for flat-plate foils
are shown in Fig. 5. The spectra for flat plate R0.7 are quite
similar to the examples shown and omitted here to save space. In
these spectra, obvious peaks of transitional cavity oscillation are
found at about f =10 Hz. The component corresponding to the
partial cavity oscillation is clearer than for NACA0006 foil and
can be observed for all flat-plate foils.

The spectra of upstream pressure fluctuation for the CAV2003
foil are shown in Fig. 6. The spectra are not so different from that
of the NACA0015 foil. However, the range of cavitation number
where pressure oscillations occur is significantly lower, as pre-
dicted by Qin’s simulations �5�. The results with �=5 deg are also
shown in Fig. 6�b�. In this case, the frequency of the component
observed in the spectra is not very different from the case of

Fig. 2 Foil shapes: „a… NACA0015, „b… NACA0010 1/2, „c… NACA0006, „d… flat plate R0.1, „e… flat plate R0.7, „f… flat
plate R1.4, and „g… CAV2003

Fig. 1 Test apparatus and test section: „a… test apparatus and
„b… test section

Fig. 3 Angle of attack for flat plate
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�=8 deg, although the range of cavitation number is different and
the amplitude is smaller.

The Strouhal number �Stb= fC /U� determined from the pressure
fluctuation is plotted against � /2� �� expressed in radians� in Fig.
7 for transitional cavity oscillations. The Strouhal number in-
creases with an increase of � /2�. Although some difference
among the foils can be seen at a constant value of � /2�, the
general tendency and the range of Stb are nearly the same for all
foils. The occurrence region in � /2� and the values of Stb is not
so different between two angles of attack �5 deg and 8 deg�. This
shows that � /2� is a good parameter for correlating cavitation
instabilities.

3.2 Visual Observation by High-Speed Video. By using
high-speed video, visual observation of cavity oscillation was
made. Figure 8 shows the maximum, minimum, and mean cavity
lengths plotted against � /2�. The maximum and minimum cavity
lengths are evaluated by averaging over ten cycles of oscillation,
and the mean cavity length is evaluated as their arithmetic mean.

For � /2��5.5, the maximum cavity lengths of flat-plate foils are
longer than CAV2003 and NACA foils for which the amplitude of
oscillation is smaller. The difference becomes smaller for � /2�
�5.0, where the transitional cavity oscillation occurs for all foils.
It is interesting to note here, that the amplitude of oscillation
becomes larger when the maximum, not the mean, cavity length
exceeds �75% of the chord length.

The main results of visual observation are summarized as fol-
lows:

1. The frequencies of the transitional cavity oscillations were
the same as those determined from the spectrum of upstream
pressure fluctuations.

2. Although no distinct peak corresponding to the partial cavity
oscillation was found in the inlet pressure spectra for NACA
0015, 0010 1/2, and Cav2003 foils, nearly periodical cavity
shedding corresponding to the partial cavity oscillation
could be observed for all foils. The frequency determined
from the visual observation approximately agrees with the

Fig. 4 Spectra of upstream pressure fluctuations for NACA foils, �=8 deg „uncertainty in f : ±0.25 Hz, in
�p /�U2: ±0.0005 in � : ±0.25 deg…: „a… NACA0015 and „b… NACA0006

Fig. 5 Spectra of upstream pressure fluctuations for flat plate foils, �=8 deg „uncertainty in f : ±0.25 Hz, in
�p /�U2: ±0.0005 in � : ±0.25 deg… „a… flat plate R0.1 and „b… flat plate R1.4

Fig. 6 Spectra of upstream pressure fluctuations for the CAV2003 foil „uncertainty in f : ±0.25 Hz, in
�p /�U2: ±0.0005 in � : ±0.25 deg…: „a… �=8 deg and „b… �=5 deg
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peak frequency shown in Figs. 4�b� and 5, for NACA 0006
and flat-plate foils.

Figure 9 shows the Strouhal numbers Stb= fC /U based on the
chord length C and Stc= fl /U based on the mean cavity length l
plotted against the mean cavity length l /C. The frequency was
determined from the time elapsed during ten cycles of cavity
shedding. The data with the Strouhal numbers Stb and Stc around
0.1 show transitional cavity oscillation, and those with higher val-
ues show the partial cavity oscillation. The value of Stc is nearly
constant for transitional cavity oscillation, but it increases as the
cavity length is decreased for partial cavity oscillations. For par-
tial cavitation, the effect of cavity length is smaller for Stc. The
effect of foil geometry is larger for partial cavity oscillations.
However, the effect of foil geometry is smaller than the effects of
cavity length and of cavity oscillation types.

4 Discussions and Conclusions
The flow under noncavitating conditions was examined by us-

ing tufts. At �=8 deg, it was confirmed that the flow is separated
on the NACA0006, flat plates-R0.1, and R1.4 foils, but no sepa-
ration was observed on the NACA0015 and CAV2003 foils. Cor-
responding to this, we could find a clear sheet cavitation near the
leading edge for NACA0015 and CAV2003 foils, but only bubbly
cavitation for the NACA0006 and flat plate-R0.1 foils.

Irrespective of the differences of the flow and the cavity appear-
ance, the results in Fig. 9 show that both partial and transitional
cavity oscillations are not largely affected by the foil shape. This
suggests that the flow details are not important for cavity oscilla-
tions. The spectrum of upstream pressure fluctuation shown in
Figs. 4–6 suggest that the transitional cavity oscillation is not
largely affected by the foil shape. However, the component corre-
sponding to partial cavity oscillation can be found only for thinner

foils. This shows that the strength of partial cavity oscillation is
affected by the foil shape. Although not very clear, reentrant jets
are observed both for transitional and partial cavity oscillations. It
is generally accepted that the partial cavity oscillation is caused by
the reentrant jet �6� and affected by the pressure gradient near the
cavity trailing edge �7�. This may be the reason why the strength
of partial cavity oscillation was affected by the foil thickness.
However, it was confirmed in �1� that the transitional cavity os-
cillation could not be suppressed by stopping the reentrant jet.
This means that the reentrant jet is not important for transitional
cavity oscillations.

Time marching calculations using linear closed-cavity model
�8� show that the transitional cavity oscillation is caused by the
negative cavitation compliance in the transitional region between
partial cavitation and supercavitation: with negative cavitation
compliance, the cavity volume increases if the ambient pressure is
increased and the cavity volume increase causes a further increase
of ambient pressure due to the inertia of the ambient fluid. This
negative cavitation compliance is typical for transitional region
and expected to occur irrespective of the foil shape, as far as the
linear approximation is applicable. This might be the reason for
the lack of sensitivity of the transitional cavity oscillation with the
foil shape. This closed-cavity model predicts damping oscillations
corresponding to the partial cavity oscillation. In real flows, it is
considered that this damping mode is “excited” by the existence
of the reentrant jets not considered in the model. This might be the
reason why the frequency of the partial cavity oscillation is not
largely affected by the foil shape and detailed flow structure.
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Nomenclature
C � chord length
f � frequency
l � mean cavity length

L � upstream tunnel length
p1 and pv � inlet pressure and vapor pressure

Stb= fC /U � Strouhal number based on chord length
Stc= fl /U � Strouhal number based on mean cavity length

U � freestream velocity
� � angle of attack

�= �p1− pv� /
��U2 /2� � cavitation number
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Influence of Boundary Layer
Behavior on Aerodynamic
Coefficients of a Swept-Back
Wing
The effects of the Reynolds number and angle of attack on the boundary layer and the
aerodynamic performance of a finite swept-back wing are studied experimentally. The
cross-sectional profile of the wing is NACA 0012 (aspect ratio�10), and the sweep-back
angle is 15 deg. The Reynolds number is set in the range of 30,000–130,000. The bound-
ary layer field is visualized with surface oil-flow techniques. Six characteristic flow
regimes—laminar separation, separation bubble, leading-edge bubble, bubble burst, tur-
bulent separation, and bluff-body wake—are categorized and studied by considering the
Reynolds numbers and angles of attack. The characteristic behaviors of boundary layer
significantly affect the lift, drag, and moment coefficients. The bubble length shortens
significantly in the separation bubble and leading-edge bubble regimes as the angle of
attack rises. The aerodynamic performances demonstrate that the swept-back wing model
has no hysteresis. �DOI: 10.1115/1.2734212�
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1 Introduction
The geometrical theory of the swept-back wing indicates that

the flow speed perpendicular to the leading edge is less than the
flight speed; thus, the critical Mach number increases. This
mechanism can be utilized to avoid or postpone the appearance of
shock waves. Hence, a swept-back wing can increase the maxi-
mum air speed and Mach number, and reduce the drag and unfa-
vorable effects when flying subsonically. However, the pitch up
induced from the tip stall is a significant issue in flight safety �1�,
particularly, in the case of low air speed, such as takeoff and
landing. The properties of the swept-back wing remain a field
worthy of study, since they link to many significant steady/
unsteady aerodynamic problems. For instance, on the suction sur-
face, the characteristics of surface flow influence the laminar sepa-
ration, transition, turbulent reattachment, and bubble bursting
�2–6�, due to its significant effect on aerodynamic performance
�7–9�.

Black �10� elucidated the general behavior of the wing surface
flow on swept-back wings, in which the formation of short and
long laminar separation bubbles on thin swept-back wings was
studied. His tests demonstrated that the flow separates on the lead-
ing edge and then reattaches behind a short separation bubble over
the inboard sections. However, in the outboard section, the flow
only reattaches near the trailing edge, thus generating a long sepa-
ration bubble and, otherwise, fails to attach. The separated flow in
the tip stall takes the form of a tip vortex with the origin located at
the junction of the two bubbles on the leading edge. The research
on the thin oil flow can be traced back to the Squire’s theoretical
work �11�. Squire deduced two points in his paper. First, the oil
flow is in the direction of the surface flow skin friction, except
near the separation. This finding is independent of oil viscosity.
Second, the effect of the oil flow on the surface flow motion is
very small. Poll �12� adopted the surface oil-flow visualization
technique to study the RAE 101 airfoil at Rec=1.1�106–2.7

�106 and observed no spiral vortex flow at sweep angles of 0 deg
and 15 deg. When the sweep angles were larger than 15 deg, the
oil flows indicated that spiral vortices can be formed from one of
three different mechanisms. First, a full-span vortex can be
formed by rolling up the shear layer, leaving the airfoil surface at
the primary separation line. Second, a part-span vortex can be
formed when the shear layer from the primary separation reat-
taches to form a short bubble on the inboard portion of the wing.
Third, a part-span vortex can be formed when the boundary layer
flow downstream of a short separation bubble leaves the surface
close to the bubble along a line of secondary separation.

The bubble generally extends a large portion of the chord
length, then significantly changed the pressure distribution. The
aerodynamic performance is thus manifestly altered. Mueller et al.
�13� and Mueller �14� experimentally examined the hysteresis
loop in aerodynamic performance with Lissaman 7769, Miley
M06-13-128, and NACA 633–018 airfoils at low Reynolds num-
bers. Liu et al. �15� investigated the swept wing with a 30 deg
swept-back angle and found that the lift increase results from the
impact of the strake vortex, not only on the inner panel but also on
the outer panel. Additionally, the additional strike to the wing at
low speeds leads to a nonlinear pitching moment variation at low
and high angles of attack. The lift increment falls with a rise in
Mach number at transonic speeds. The rise of the lift-drag ratio is
a result of the lift increase at low speeds and drag decrease at
supersonic speeds. Huang et al. �16� explored the NACA 0012
airfoil aerodynamic performance resulting from the change of sur-
face flow mode at various Reynolds numbers. The variations of
surface flow due to the effect of the Reynolds number and the
freestream turbulence inevitably change the aerodynamic perfor-
mance. The laminar separation regime demonstrates the steepest
lift coefficient curve. The increase rate of lift coefficient falls
when the separation bubble is formed and stalling occurs in the
turbulent separation regime. The drag coefficient, which decreases
slightly in the laminar separation regime, remains almost constant
in the separation bubble regime and increases in the transition
regime.

The current work is motivated by the need to improve the low
Reynolds number performance of guide vanes in the swirling gen-
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erator of a burner. The results of this work can also be applied to
the design of rotary blades of fans, wind-power generators, fluid
mixers, micro-UAVs, etc. Experimental results in this study indi-
cate the characteristic behavior of boundary layer modes and their
influence on the aerodynamic performances of swept-back wings.
The objectives of this work are as follows: �i� to study the prop-
erties of the boundary layer modes with surface oil flow, �ii� to
measure the aerodynamic coefficients with the six-component bal-
ance, �iii� to understand how the upper boundary layer features
influence the aerodynamic coefficients, and �iv� to study the aero-
dynamic performance as a function of the angle of attack and the
Reynolds number.

2 Experimental Arrangements
The experiments were performed in a closed-return wind tun-

nel, as depicted in Fig. 1. This wind tunnel consisted of a test
section of 60 cm�60 cm�120 cm, a polished aluminum alloy
plate as the floor, and three highly transparent acrylic panels to be
the ceiling and sidewalls for photography and visualization. The
available operating velocity was in the range of 0.56–60 m/s. In
this velocity range, the maximum turbulence intensity was below
0.2% and the nonuniformity of the average velocity profile across
the cross section was �0.5%. The velocity of the approaching
flow during the experiments was monitored by a Pitot-static tube.
The thicknesses of the boundary layer �17� were about 4.0 mm
and 1.7 mm, respectively, at freestream speeds of 5.0 m/s and
30.0 m/s. An aluminum plate with sharp leading and trailing
edges was placed 50 mm over the floor of the test section to
control the boundary layer thickness.

The airfoil model was made of stainless steel. The profile of the
cross section was NACA 0012 �18�, and the sweep-back angle
was 15 deg. The chord length was 6 cm, and the span was 30 cm,
yielding a full span wing aspect ratio of 10. The airfoil model was
mounted on a support and protruded perpendicularly through the
aluminum floor and the boundary layer thickness control plates.

The surface thin oil-flow technique, as described theoretically
by Squire �11�, was adopted to detect the variation of flow modes.
Mineral oil mixed with blue dye powder was brush coated on the
suction surface of the wing model. The dark traces on the wing

surface revealed where the massive dyed oil accumulated. The
flow direction on the suction surface was observed in situ from the
skin friction lines of the oil flow. The separation and reattachment
positions of the boundary layer on the suction surface were ob-
tained from the recorded video images of surface oil-flow pat-
terns.

The aerodynamic performances were taken by a JR3 Universal
Force-Moment System. The assembly of the wing model and bal-
ance was mounted on a rotary support. The resolution of rotary
support is 0.012 deg. A monolithic six-degree-of-freedom force
sensor was included in the JR3 balance. The output electronic
signals of the sensor were sampled by a PC-based high-speed data
acquisition system.

The measurement accuracy of the freestream velocity was af-
fected primarily by the alignment of the Pitot tube and the cali-
bration of the pressure transducer. The uncertainty of the
freestream velocity was estimated as 3% by using a synchronized
micropressure calibration system with a carefully alignmed Pitot
tube. The accuracy of the angle of attack was controlled within
0.5%. The uncertainty in the separation location was estimated to
be �4%. The uncertainty in the reattachment location was �6%.
The accuracy of the force-moment measurement was determined
with the mounting and calibration method. The accuracies of lift,
drag, and pitching moment measurements were estimated by us-
ing the calibration matrix and found to be about ±1.5%, ±2%, and
±2.5%, respectively. Then, the overall accuracy of the lift coeffi-
cient, drag coefficient, and pitching moment coefficient were de-
rived to be about ±2.5%, ±3%, and ±3.5%, respectively.

3 Results and Discussion

3.1 Flow Over the Wing Surface. The surface oil-flow tech-
nique, or the skin-friction patterns, were applied to the regimes
with a chord Reynolds number �Rec� larger than 30,000 �19�.

3.1.1 Type of Surface Oil-Flow Patterns and Characteristic
Flow Regimes. Figure 2 shows the surface oil-flow patterns on the
suction surface of the NACA 0012 swept-back wing model at
Rec=4.55�104. Figure 3 displays the corresponding hand
sketches. The bold lines delineate the separation or reattaching

Fig. 1 Experimental setup
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lines, whereas the thin lines with arrowheads indicate the paths
and directions of oil flow on the suction surface. The hand
sketches at the bottom of Fig. 3 delineate the side view of the
imaginary boundary layer patterns in the two-dimensional region.

At �=2 deg, as revealed in Figs. 2�a� and 3�a�, the bold line
indicates approximately where the boundary layer separates. A
large portion of the boundary layer is two-dimensional except near
the wall and tip. The oil flow moves in the main stream direction
within the attached flow area. With rising angle of attack, the
direction of oil flow reversed in the separated area and the loca-
tion of separation moved toward the upstream direction. No reat-
tachment was observed in this regime. The wall and tip effect can

also be observed in Figs. 2 and 3. This boundary layer pattern
exists at low Reynolds numbers and low angles of attack. It is
identified as the mode of laminar separation.

Figures 2�b� and 3�b� show three dark lines at �=7 deg. The
first �leftmost� line denotes where the boundary layer separates,
the second line represents where the separated flows reattach to-
gether, and the third line represents where the turbulent boundary
layer is separated near the trailing edge. The direction of the oil
flow in the two-dimensional region demonstrates the existence of
a separation bubble between the first and second lines, as depicted
in the bottom part of Fig. 3�b�. This bubble moves toward the
upstream area and shrinks with the rise in angle of attack. This

Fig. 2 Typical surface oil-flow patterns on the suction surface of a swept-back wing at Rec
=4.55Ã104

Fig. 3 Hand sketches of typical boundary layer patterns corresponding to Fig. 2
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boundary layer pattern is identified as the of separation bubble
mode.

At �=10.5 deg, as shown in Figs. 2�c� and 3�c�, the separation
bubble becomes very small, so both the separation and reattach-
ment lines are located very close to the leading edge. A short
leading-edge separation bubble is then formed. In this regime, a
turbulent separation also results from the accumulation of oil ad-
jacent to the trailing edge. This boundary layer pattern is denoted
as the leading-edge bubble mode.

At �=13 deg, as indicated in Figs. 2�d� and 3�d�, the separation
bubbles near the leading edge burst and the reattachment lines
move downstream. Simultaneously, the reattached turbulent
boundary layer separates downstream. This boundary layer pattern
is identified as the bubble burst mode. In the lower part of Figs.
2�d� and 3�d�, the separation bubble becomes larger as the angle
of attack increased and then causes two surface vortexes appear-
ing near the juncture area.

In Figs. 2�e� and 3�e�, when �=20 deg, the phenomenon rep-
resented as turbulent separation occurs near the trailing edge. The
bold line in Figs. 2�e� and 3�e� demarcates the position of turbu-
lent separation. Additionally, the surface vortex appears near the
juncture area and the turbulent separation lags due to the tip
effect.

The oil flow moves slowly at �=38 deg, as revealed in Figs.
2�f� and 3�f�. The two-dimensional hand sketches, shown in Fig.
3�f�, demonstrate the airflow moves upstream and hits the wing
surface. Therefore, the surface oil flow moves toward the leading
and trailing edges, respectively. This flow pattern is called bluff-
body wake.

Parameters, the angle of attack �, and Reynolds number Rec,
were correlated and plotted in Fig. 4. Six flow regimes, namely,
laminar separation �type A�, separation bubble �type B1�, leading-
edge bubble �type B2�, bubble burst �type C�, turbulent separation
�type D�, and bluff-body wake �type E�, are categorized according
to their particle tracking flow patterns.

3.1.2 Separation and Reattachment Characteristics. Applica-
tion of surface oil-flow visualization to investigate the flow behav-
iors on the suction surface of the swept-back wings reveals that
the locations of the boundary layer separation, and the reattach-
ment in the chord direction are influenced by the angle of attack
and Reynolds number. Figure 5 shows the curves of xs� /C and
xr� /C as the functions of � and Rec, respectively, when y /C=2.5
in the separation bubble �region B1�, the leading-edge bubble �re-
gion B2�, and the bubble-burst �region C� regimes.

Figure 5�a� indicates that the separation point moves toward the
leading edge when the angle of attack rises in the separation

bubble regime. Figure 5�a� also reveals that the separation point is
almost fixed at the leading edge in both the leading-edge bubble
and bubble-burst regimes. With rising the angle of attack, Fig.
5�a� shows that the reattachment positions move toward the lead-
ing edge in the separation bubble and leading-edge bubble re-
gimes, but rebound back toward the trailing edge in the bubble-
burst regime. In Fig. 5�b�, these curves exhibit the same trend that
the separation points and reattachment points move toward the
leading edge as Rec becomes larger. In Fig. 6�a�, the separation
and reattachment causes the formation of separation bubbles be-
tween the separation points and reattachment points. In Fig. 6�a�,
where Rec=4.55�104, with the angles of attack adjusting from
�=4 deg−10.75 deg, the bubble-length/chord-length ratio is de-
creased from 38% to 17%. Rising the angle of attack further from
10.75 deg to 16 deg, it increases from 17% to 40%. Conversely,
Fig. 6�b� demonstrates that the bubble-length/chord-length ratio
decreases with the increase of Rec.

3.2 Aerodynamic Performance. The aerodynamic perfor-
mance of a wing is strongly affected by the behavior of the bound-
ary layer on the suction surface and by the three-dimensional ef-

Fig. 4 Characteristic flow mode regimes

Fig. 5 Variation of chordwire location of separation and reat-
tachment with „a… angle of attack and „b… chord Reynolds
number
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fects of wall and tip.

3.2.1 Aerodynamic Coefficients. This study utilized a swept-
back wing model with sweep-back angle �=15 deg to test the
hysteresis phenomenon found by Mueller et al. �13� and Mueller
�14�. Figure 7 shows the aerodynamic performance by plotting the
lift coefficient CL, drag coefficient CD, and moment coefficient
CM as the functions of angle of attack subject to a chord Reynolds
number of 4.55�104.

Figure 7�a� indicates that the lift coefficient CL rises monotoni-
cally with increasing angle of attack when the boundary layer on
the suction surface is in the regimes of laminar separation, sepa-
ration bubble, and leading-edge bubble. In the separation bubble
regime, the value of the lift coefficient increases almost linearly
with angle of attack. The increase rate, �CL /��, is �1.21 � / rad.
The maximum value of CL is �0.85 at the leading-edge bubble
regime. The lift starts to fall when the boundary layer is in the
bubble-burst regime. In the bubble-burst regime, the reattached
turbulent boundary layer separates again to form the second sepa-
ration. The second separation line moves toward the leading edge
with increasing angle of attack, and is depicted in Fig. 3�d�. The
wing stalls with the forward motion of the second separation line.
The minimum CL value is �0.68. The lift rises again as the angle

of attack is further increased into the turbulent-separation regime.
This lift rise phenomenon is induced from the reaction of the
scavenging effect on the suction surface and impact pressure on
the pressure surface �20�.

Figure 7�b� illustrates the value of the drag coefficient CD in the
laminar separation regime. Although the reverse flow on the suc-
tion surface contributes to the shear stress in the separation region,
this rise in CD is not significant. The value of CD is �0.1 in this
regime. In the separation bubble regime, the bubble moves toward
the leading edge and reduces its size with rising angle of attack.
The reduction in shear stress lowers the shear drag and increase
the form drag. Consequently, the drag coefficient does not vary
significantly in the separation bubble regime. In the leading-edge
bubble regime, the increase in skin friction and decrease in bubble
size raise the drag coefficient. In the bubble-burst regime, the
reattached turbulent boundary layer generates a large skin friction
on the suction surface. The drag coefficient increases almost lin-
early with the rising angle of attack in the regime of turbulent
separation, due to the significant increase in the form drag.

Figure 7�c� depicts the distribution of the quarter-chord moment
coefficient CM. In the region between the separation bubble and
leading-edge bubble, owing to the movement toward the leading
edge, the pressure center, which is the resultant force position of
the lift and drag forces, moves toward the leading edge. This
movement induces a counterclockwise moment to the aerody-

Fig. 6 Variation of chordwire location of bubble length with „a…
angle of attack and „b… chord Reynolds number

Fig. 7 Aerodynamic performances of swept-back wing: „a… lift
coefficient, „b… drag coefficient, and „c… moment coefficient, re-
spectively; Rec=4.55Ã104 for all cases
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namic center and derives a negative correlation between CM and
�. In the bubble-burst regime, due to the appearance of a stall, the
decreased lift changes CM profile. In the turbulent separation re-
gime, the high angle of attack causes the increase in form drag
and then lowers the moment coefficient. Figure 7 shows no hys-
teresis phenomenon for the finite swept-back wing modeled
NACA 0012 because the increment of freestream turbulent
strength can diminish the hysteresis phenomenon �21�.

Hoerner and Borst have discussed the theoretical relationship
among the lift coefficient, the angle of attack, and the swept-back
angle in swept-back wing model �20�. They derived the following
equation:

dCL

d�
=

cos���

10 + �20

A
� �1�

where A denotes the aspect ratio. Substituting the experimental
conditions, A=10 and �=15 deg, into Eq. �1�, the theoretical re-
sult is dCL /d�=0.08/deg. Figure 8 shows the experimental
change rate with various Reynolds numbers. The average result is
found to be 0.07/deg.

3.2.2 Lift-Drag Ratio. Figure 9�a� shows the value of CL /CD
changing with angle of attack for Rec=4.55�104. In the laminar
separation regime, the CL /CD ratio rises from 0 to 3.2 as the angle
of attack increases. The value of CL /CD peaks at around 5.4 near
the central area of the separation bubble regime. The existence of
a bubble on the suction surface apparently retards the rate of in-
crease of CL /CD. In the regime of the leading-edge bubble,
CL /CD drops from 4.9 to 4.1 within only a 2 deg increase in angle
of attack due to the abrupt loss of lift. The value of CL /CD then
falls gradually with the rise in angle of attack in the bubble-burst
and turbulent separation regimes, since CL increases slightly and
CD increases rapidly in these regimes. Figure 9�b� illustrates the
curve of drag coefficient with respect to the square of lift coeffi-
cient at a chord Reynolds number of 4.55�104. The drag coeffi-
cient does not change significantly with the increase of the
squared lift coefficient in the laminar separation and separation
bubble regimes, but increases gradually with rising squared lift
coefficient in the leading-edge bubble regime. The drag coefficient
rises, while the squared lift coefficient falls, when the boundary
layer proceeds to the bubble-burst regime. At high angles of at-

tack, that is, in the turbulent separation regime, the drag coeffi-
cient changes largely with only a small variation in the squared lift
coefficient.

The maximum value of lift-drag ratio �CL /CD�max and the lift-
drag ratio at stalling point CLmax/CDstall increases with the Rey-
nolds number, as indicated in Fig. 10. Both of these two curves
rise gradually with the Reynolds number. These results agree with
the work of Lissaman �2�.

3.2.3 Angle of Attack at Stall. The stall occurs at the transition
from the leading-edge bubble to the bubble-burst regime. The
curves of stall angle, maximum lift coefficient, drag coefficient at
stalling point, and moment coefficient at the stalling point versus
the chord Reynolds number are plotted in Fig. 11. In Fig. 11�a�,
the stalling angle rises from 10.624 deg to 11.252 deg and Rec
increases from 4.55�104 to 1.2�105. Figure 11�b� indicates that
the maximum lift coefficient increases with the increasing Rey-
nolds number. However, the drag coefficient and the moment co-
efficient at stalling point fall with the increasing Reynolds num-
ber, as shown in Figures 11�c� and 11�d�.

Fig. 8 Slope of the lift coefficient and the angle of attack ver-
sus the chord Reynolds numbers

Fig. 9 „a… Lift-to-drag ratio versus the angle of attack and „b…
drag coefficient versus squared lift coefficient; Rec=4.55Ã104
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4 Concluding Remarks
The characteristics of the boundary layer patterns and the aero-

dynamic performances of a finite swept-back airfoil are studied
experimentally. The following conclusions are drawn from the
results and discussion:

1. The surface oil-flow patterns can be classified into six char-
acteristic flow regimes according to the Reynolds numbers
and angles of attack. These six flow patterns are called lami-
nar separation, separation bubble, leading-edge bubble,
bubble burst, turbulent separation, and bluff-body wake.

2. The bubble length is influenced by the change of angle of
attack and chord Reynolds number. It falls significantly as
the angle of attack rises in the separation bubble and
leading-edge bubble regimes. The Reynolds number de-
creases with increasing Reynolds numbers in the separation
bubble, leading-edge bubble, and bubble-burst regimes.

3. The lift coefficient CL rises monotonically with increasing
angle of attack in the regimes of laminar separation, separa-
tion bubble, and leading-edge bubble. In the separation
bubble regime, CL increases almost linearly with the angle
of attack. The increase rate, �CL /��, is �1.21 � / rad. The

maximum value of CL is �0.85 at the leading-edge bubble
regime. The lift falls when the boundary layer is in the
bubble-burst regime. In this regime, the reattached turbulent
boundary layer separates again to form the second separa-
tion. The second separation line moves toward the leading
edge with increasing angle of attack. The minimum CL value
is �0.68. The lift rises again as the angle of attack is further
increased to the turbulent separation regime.

4. In the laminar separation regime, CD does not vary signifi-
cantly. In the separation bubble regime, the bubble moves
toward the leading edge and reduces its size with rising
angle of attack, and the drag coefficient does not change
significantly. In the leading-edge bubble regime, the increase
of skin friction and decrease of bubble size raise the drag
coefficient. In the bubble-burst regime, the reattached turbu-
lent boundary layer generates a large skin friction on the
suction surface. The drag coefficient increases almost lin-
early with the rise in angle of attack in the regime of turbu-
lent separation.

5. In the region between the separation bubble and leading-
edge bubble, the pressure center moves toward the leading
edge and derives a negative correlation between CM and �.
In the bubble-burst regime, due to the appearance of a stall,
the decreased lift changes CM profile. In the turbulent sepa-
ration regime, the rising angle of attack lowers the moment
coefficient.

6. The experimental data indicate no hysteresis phenomenon in
the swept-back wing model. Additionally, the change rate of
the lift coefficient with respect to the change of angle of
attack is almost a constant 0.07, which is close to the theo-
retical value of 0.08.

Nomenclature
b � span of airfoil, 30 cm
C � chord length of wing, 6 cm

CL � lift coefficient �=L /qbC�
CD � drag coefficient �=D /qbC�
CM � moment coefficient of pitching at quarter chord

�=M /qbC�
D � drag force, measured by balance in freestream

direction
L � lift force, measured by balance in cross

freestream direction
Lb � chordwise length of separation bubble
M � pitching moment about quarter chord location
q � dynamic pressure of freestream �=�1/2��u2�

Rec � Reynolds number based on chord length of
wing �=uC /	�

u � x component of local instantaneous velocity
x � streamwise coordinate, originated from leading

edge of wing on root plane
xr� � streamwise location of reattachment point of

boundary layer on suction surface of wing
xs� � streamwise location of separation point of

boundary layer on suction surface of wing
y � spanwise coordinate, originated from leading

edge of wing model on root plane
� � angle of attack
� � sweep-back angle
� � density of air stream
	 � kinetic viscosity of air stream
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Numerical Study of the Injection
Process in a Transonic Wind
Tunnel—Part I: The Design Point
Injectors are to be installed in a transonic wind tunnel with the ultimate objective of
expanding the Reynolds number envelope. The aim of this research effort is to numeri-
cally simulate the steady mixing process involving the supersonic jets and the tunnel
subsonic main stream. A three-dimensional, Reynolds-averaged Navier–Stokes numerical
code was developed following the main lines of the finite-difference diagonal algorithm,
and turbulence effects are accounted for through the use of the Spalart and Allmaras
one-equation scheme. This paper focuses on the “design point” of the tunnel, which
establishes (among other specifications) that the static pressures of both streams at the
entrance of the injection chamber are equal. Three points are worth noting. The first is
related to the numerical strategy that was introduced in order to mimic the real physical
process in the entire circuit of the tunnel. The second corresponds to the solution per se
of the three-dimensional mixing between several supersonic streams and the subsonic
main flow. The third is the calculation of the “engineering” parameters, that is, the
injection loss factor, gain, and efficiency. Many interesting physical aspects are discussed,
and among them, the formation of three-dimensional shocks’ and expansions’
“domes” �DOI: 10.1115/1.2734236�

Keywords: numerical simulation, injection process, transonic wind tunnel, turbulent mix-
ing layer

1 Introduction

Among the many ideas, processes, and capabilities that were
introduced and aggregated to a wind tunnel circuit along the de-
velopmental history of this equipment, one of the smartest and
most practical is the “injection.” The idea is in a way very simple,
and corresponds, in general, to the convenient introduction of a
high-speed gas jet inside the tunnel with the objective of “feed-
ing” momentum to the main stream. Inclusively, some installa-
tions rely on injection as the only source of energy, and, as an
example, some Russian facilities make use of the process �1�.
Experiments by Muhlstein et al. �2� in a 6 in. transonic facility
had the objective of assessing some very important aspects of the
flow, e.g., energy level and flow quality, and how injection even-
tually affects them. If the main source of energy is injection, the
operation is certainly intermittent. However, in many instances, it
can be used as an auxiliary power source, as for example, in the
well succeeded Calspan 8 ft transonic facility �3,4�. Originally,
this tunnel operated continuously, but it was thereafter retrofitted
to also run intermittently with the help of four injectors. The in-
jected mass corresponds to 4% of the main stream flow rate and
the Reynolds number range was duplicated. But, generally speak-
ing, although the technique has been normally used, there are still
serious concerns related to optimization of the running conditions,
especially when injection is used in conjunction with the compres-
sor �5,6�. The technique is being incorporated into the design of a
new transonic facility in Brazil. The injectors would be installed at
the entrance of the transition chamber �the element of the tunnel
circuit that provides for the smooth passage between a rectangular
and a circular cross section�. Because of its novelty, both in posi-
tion and geometrical form, a pilot wind tunnel is also being de-
signed for the previous testing of this layout. The envelope of the

pilot transonic tunnel �PTT� is shown in Fig. 1. A theoretical study
of the transients in the tunnel, including also the effects of injec-
tion, was developed some years ago by the present authors �7,8�,
and corroborated the idea in its general terms.

The objective of the present research effort is to investigate the
mixing process between the supersonic jets coming out from the
injectors and the tunnel subsonic main stream. This investigation
will shed light on this new application of the injection process,
and will certainly help in the next steps of detailed design, con-
struction, calibration, and operation of both facilities, pilot and
industrial. The details of the problem are discussed in Sec. 2.
Because, at this stage, we are mostly interested in the engineering
aspects of the problem, the focus of the analysis is on the steady-
state solution. The study is done on a numerical basis, and, to this
end, a new Reynolds-averaged Navier–Stokes �RANS� code was
developed. The basics of the code follow the diagonal algorithm
of Pulliam and Chaussee �9�, and turbulence effects are accounted
for through the use of the Spalart and Allmaras �10� one-equation
model. To keep the numerical scheme stable nonlinear spectral
artificial dissipation terms are included. For every tunnel there is
always an “optimized” running condition that is usually known as
the “design condition,” or “design point” as many experimental-
ists like to call it. In relation to the injection process, this condi-
tion corresponds to both currents having the same static pressure
when they first meet at the entrance of the mixing chamber. This
paper focuses the study on the design point. Some off-design
cases are also being investigated and the results will be published
in another paper.

In the next section the problem is formulated and the main
simplifying assumptions are introduced. Following, details of the
numerical scheme and validation cases are briefly discussed. Fi-
nally, results of the three-dimensional calculation are presented
and discussed. Besides the main physical aspects, some engineer-
ing data—injection loss factor, gain, and efficiency—are also cal-
culated and commented on. It is important to note that the calcu-
lations and results to be reported herein correspond to the
geometry and conditions of the pilot tunnel circuit.

Contributed by the Fluids Engineering Division of ASME for publication in the
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2 Basic Formulation

2.1 Statement of the Problem. The test section of the PTT
has a width of 0.30 m and a height of 0.25 m. The circuit is closed
and pressurized from 0.5 bar to 1.2 bar, the range of testing Mach
number is 0.2–1.3, and the standard operation is to be continuous
and driven by a two-stage, 830 kW main compressor, frequency
controlled. There will be a complete controlling system to main-
tain the desired test section Mach number, stagnation pressure,
and temperature. The entire facility is being designed taking as
reference the “design point” condition. In this situation, and at the
test section, the Mach number is 1, and stagnation pressure and
temperature are 110 kPa and 313 K, respectively. At the entrance
of the injection chamber the design point corresponds to a tunnel
main stream Mach number equal to 0.51, and “asks” the same

static pressure, both for the main and the supersonic streams
�8,11�. Figure 1 shows the operational envelope considering the
PTT test section conditions. Observe the region labeled “com-
bined injection”—here the running can be continuous by working
with the compressor alone, or on an intermittent basis by coupling
the compressor, not at full power, with the injection system. A
remote region can be reached only on an intermittent basis by
using the main compressor at full power combined with the injec-
tor system—observe the dashed region beyond the main compres-
sor power limit curve.

The injection system is composed of high-pressure reservoirs
that supply air to ten fixed-geometry convergent–divergent
nozzles, through a pressure regulator valve that maintains an exit
Mach number of 1.9 during about 45 s �at the design condition�.

Fig. 1 PTT operational envelope; test section conditions

Fig. 2 Tunnel plenum chamber showing the injectors section and feeding system: „a… transition/injection chamber; „b…
lateral view; and „c… inlet section
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Figure 2�a� sketches the details of the injectors’ installation into
the tunnel main circuit. The supersonic jets are discharged at the
entrance of the transition chamber, which is the longitudinal sec-
tion of the circuit that provides for the passing from a square to a
circular cross section. In Fig. 2�b� some details of the transition
chamber are given—the exit section corresponds to the entrance
of the first diffuser—and in Fig. 2�c� the transition chamber en-
trance cross section is shown, with the positioning of the injectors:
five at the floor and five at the ceiling. The height and width of the
nozzles at their exit section are 0.0226 m and 0.0157 m,
respectively.

The domain of calculation corresponds to the volume embraced
by the transition section �in Fig. 2�b�, it is represented by the
volume between planes S1 and S4�, and its longitudinal length in
the PTT is 60 cm. Let us imagine that the main compressor is
running, and therefore there is already a steady main stream in the
tunnel. Our goal is to calculate the flow that is established in the
transition chamber after the nozzles feeding is opened. At the
beginning and at the end of the injection operation there are quick
transitions, but the reservoirs are able to sustain 45 s of injection
operation �at the design condition, see Fig. 12�. We shall focus on
the steady state of the injection operation.

2.2 Simplifying Assumptions. In this section we shall dis-
cuss the main simplifying assumptions that were introduced in
order to model the above physical situation. First of all, a simpli-
fied geometry was adopted. The main conceptual point in the tran-
sition element is to keep the cross-sectional area constant, in spite
of the geometrical form variation along the axis of the tunnel.
Hence, the cross-sectional form was then admitted as being square
and equal in shape and area to the entrance section. The simplified
geometry is shown in Fig. 3.

A second point refers to the treatment of the flow about, and
inside, the injectors. Observe Fig. 2�b�. The flow that reaches the
nozzles, coming from the main stream and at this position mostly
dominated by the tunnel wall boundary layer, has a very compli-
cated three-dimensional topology around the pieces. Besides, and
because the injectors protrude from the tunnel wall, �most prob-
ably� a horseshoe vortex will be formed in front of each of the
nozzles. We did not tackle this topology, but rather, admitted the
wall of the nozzles as flat plates, and calculated the outside bound-
ary layers along them, considering as the starting point the condi-
tions of the flow at the tunnel main stream. For the inner boundary
layers, the reference was taken as the average between the states
of the gas inside the nozzle’s stagnation chamber and at the exit
section. But, what exactly is the argument here? Well, one has to
be concerned with the fate of the flow around and inside the
nozzles, because this flow is going, ultimately, to compose part of
the boundary conditions at the domain of calculation entrance
plane �see Fig. 3�.

We understand that the real geometric form of the transition
chamber is an important issue for this problem, as well as the

exact flow about and inside the injectors. But, we also understand
that a problem of such magnitude has to accommodate some sim-
plifications at the first approach, otherwise the challenge turns out
to be “almost impossible.” This is the standard way of treating
difficult research problems. After having coped with all the basic
issues, it is our plan to extend the study further and possibly
eliminate some of these assumptions.

At last, observe now Fig. 2�c�. It represents the inlet section of
the mixing region. There are two symmetry planes: one horizontal
and one vertical �Planes 6 and 1�. We have therefore considered as
the computational domain one quarter of the whole mixing region.
See also Fig. 3. However, a fine grid representation of this smaller
volume, considering the resolution that has to be provided at all
the viscous gradient regions, would still result in about 8�106

node points, a situation completely out of reach of the computa-
tional power available to the authors. Therefore, we proceeded as
follows. We ran the code for the one-quarter region but consider-
ing a coarse grid �about 1�106 points�. Then we transferred the
resulting solution to each of the individual subregions, A, B, C, D,
and E, obtained by dividing the original domain through planes 2,
3, 4, and 5 �Fig. 2�c��. We then reran the code for all of these
sub-cells but considering a finer grid for each of them �about
1.5�106 points for each subregion�.

2.3 The Engineering Parameters. Once the solution of the
problem is obtained in converged form, one has the basic data for
the evaluation of some “integral” parameters that are characteris-
tic of the process. The injection “engineering” parameters are: �i�
the loss factor; �ii� the injection gain; and �iii� the injection effi-
ciency. In this subsection we shall derive the proper expressions
for the calculation of these factors.

2.3.1 The Loss Factor. As the injection process is considered
adiabatic, the loss in the injector chamber is directly related to the
stagnation pressure drop, �p̄0, that is, we can define the total
pressure loss factor, K, by

K = �p̄0/q = �p̄0,i − p̄0,e�/q �1�

where p̄0 is the cross-sectional mean stagnation pressure. There-
fore, for obtaining K, one needs to calculate the mean stagnation
pressure variation between the entrance and exit sections of the
mixing chamber. We, now, will describe how this calculation is
performed. The relation between the mean stagnation pressures
can be obtained once the values of mean entropy at the inlet and
exit planes are known

p̄0,i

p̄0,e

= e−�s̄i−s̄e�/R �2�

The mean value of the entropy, s̄, at a determined cross section
can be evaluated by referring to Fig. 4. The area of the section is
already divided by the grid nodes in cells. Because we already
know the entropy values at the nodes, the following definition of
the entropy at cell n is adopted

sn = 1
4 �s1 + s2 + s3 + s4� �3�

For the calculation of entropy values, one needs a reference state.
This state can be anyone of convenience, but once defined, the
reference must be kept the same for all entropy calculations, even
for the case of different sections. Now the mean value of entropy
for the section can be established as

s̄ =

�
n=1

nt

ṁnsn

�
n=1

nt

ṁn

�4�

What we need now is to devise an approach for the evaluation of
p̄0,i or p̄0,e. As already mentioned these symbols represent mean

Fig. 3 Three-dimensional sketch of the simplified geometrical
form of the mixing chamber. The domain of calculation is illus-
trated as the shadowed quarter volume. Also shown is the ba-
sic Cartesian reference system.
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values of the stagnation pressures at a certain cross section. But
one has to be careful with this concept. For example, whatever the
evaluation strategy, it is more difficult to “visualize” a “mean
stagnation pressure” at the injection chamber entrance plane be-
cause of the great differences in properties between the two
streams �including the mass flow�. This is not so for the exit
section, where the mixing process is almost done, and the idea of
a mean stagnation pressure is therefore more natural. We have

then proceeded as follows. Let us suppose that p̄0,e, T̄0,e, and s̄e
are the mean values of stagnation pressure, stagnation tempera-
ture, and entropy, respectively, at the exit section. For a generic
cell n �at the same exit section�, we can write that

�sn = sn − s̄e = − R ln� p0,n

p̄0,e
� + cp ln�T0,n

T̄0,e
� �5�

If we multiply this equation by ṁn, and sum up for all cells, the
first member will be equal to zero in accordance with Eq. �4�, and
observing that s̄e is the mean value. There results then the follow-
ing expression for the evaluation of p̄0,e

p̄0,e = exp��
n=1

nt 	ṁn ln p0,n −
�

� − 1
ṁn ln�T0,n

T̄0,e
�


�
n=1

nt

ṁn
� �6�

The mean stagnation temperature, T̄0,e, is a consequence of the

calculation of h̄0,e, the mean stagnation enthalpy, by an expression
similar to Eq. �4�. Because the gas is supposed to be calorically
perfect, one has immediately

T̄0,e =
h̄0,e

cp
�7�

Now, p̄0,i can be evaluated by Eq. �2�, and the total loss factor K
follows immediately from Eq. �1�.

2.3.2 The Injection Gain. Another important parameter that is
used to quantify the injection process is its gain, normally indi-
cated by the symbol �. There are different ways to define the gain
depending on the specific engineering application. For this kind of
problem, the best definition is �12�

� =
p̄0,e − �p̄0

p̄0,2

�8�

where �p̄0 is the variation of mean stagnation pressure in the
mixing process; and p̄0,2 is the main flow mean stagnation pres-
sure at the entrance plane, before the injection operation is started.

2.3.3 The Injection Efficiency. The efficiency is expressed in
terms of the entropy variation between the inlet and exit sections.
With this definition, all the irreversibilities are accounted for. Fol-
lowing Nogueira et al. �13�, one writes

� = − � s̄i2 − s̄e

s̄i1 − s̄e
� · � ṁi2

ṁi1
� �9�

where subscripts “i1” and “i2” refer to the two separate inlet
streams.

3 Computational Model

3.1 The Code. The mathematical model is represented by the
Reynolds-averaged Navier–Stokes equations, written in general-
ized coordinates and conservation-law form. By “Navier–Stokes
equations” we recognize the collection of the continuity, momen-
tum, energy, and any constitutive equation necessary to represent
the medium. The medium is air considered as an isotropic and
Newtonian fluid, and as a thermally and calorically perfect gas.
The numerical algorithm follows closely the main lines of the
finite-difference, diagonal scheme due to Pulliam and Chaussee
�9�, complemented by a nonlinear, spectral-radius-based artificial
dissipation strategy due to Pulliam �14�. A one-equation turbu-
lence model as suggested by Spalart and Allmaras �10� is also
aggregated to the system of equations.

3.2 Boundary Conditions. First, we focus on the problem of
the larger domain. This volume, whose entrance face is the rect-
angle PQRS �see Figs. 2�c� and 3�, has six faces. Boundary con-
ditions for the upper and left faces are established considering
symmetry relative to Planes 6 and 1, respectively. The lower and
right faces are solid walls, and the nonslip condition is to be
enforced. We have also considered solid walls as adiabatic sur-
faces. At the exit plane extrapolation was done by means of a
simplified convection equation. But, by far, the most difficult situ-
ation we have faced was the establishment of the boundary con-
ditions at the entrance plane �rectangle PQRS�. The difficulty
comes from the various viscous regions that are present and that
correspond to boundary layers that reach �and cross� the entrance
plane. These layers are formed along the tunnel bottom, ceiling,
and lateral walls, and along the external and internal surfaces of
the injectors. But, even more difficult was the tackling of the
viscous corners formed at each interaction of two of those bound-
ary layers. Outside the viscous regions, there exist two “potential”
cores: the supersonic, inside the nozzle, and here all conditions are
fixed, and the subsonic, outside the nozzle, where we have relied
on the one-dimensional longitudinal form of the nonviscous gas-
dynamic characteristic equations.

Second, there were the cases of the smaller domains, i.e., sub-
regions, or cells, A, B, C, D, and E. For all of them, the upper,
lower, inlet, and exit faces require exactly the same corresponding
conditions discussed above. The differences are related to the lat-
eral surfaces. The boundary condition at the left face of cell A can
be established considering symmetry relative to Plane 1. The con-
ditions at the right face of cell A are fixed from the solution at the
larger domain. The right face of cell E is a solid wall, therefore,
the nonslip condition applies. For the left face of cell E the con-
ditions are fixed and are obtained from the solution at the larger
domain. Internal cells like B, C, and D, all have lateral faces
whose boundary conditions are also fixed by the solution at the
larger domain. Here, an important observation is due. Because the
smaller domains have grids that are finer when compared to the
corresponding regions of the larger volume, when passing values
we have relied on a bilinear interpolation procedure �15�.

3.3 Grids. A typical mesh needs to have several refinements
to properly calculate regions of large viscous gradients. Close to
solid walls and at the mixing interfaces, nodes’ clustering was a
necessity. Figure 5 shows the grid topology at the inlet plane of
subregion E, the one subregion that has as the right frontier the

Fig. 4 Calculation cell at a cross section of the injection
chamber

Journal of Fluids Engineering JUNE 2007, Vol. 129 / 685

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



right lateral wall of the tunnel. The inner subgrids have topologies
similar to grid E, but without refinements at the right lateral faces,
evidently. But, almost always, clustering brings with it code stiff-
ness. In order to relieve this effect and achieve higher CFL num-
ber values, a radial “diffusion” of nodes along the vertical and
lateral directions was adopted at the streams mixing regions. In
other words, the “radial” positioning of the nodes followed the
radial enlargement of the mixing jet as it grew along the tunnel.

3.4 Interim Comment. In the above, we presented a quick
and very general overview of the many challenges that appeared
in the development of this work. But, there is a whole myriad of
details which are very important, and there is no room to describe
them here. This same argument applies to the validation cases; we
will only touch this matter in the next section. Anyway, details of
the code development and other numerical information are not the
focus of this paper, and all these subjects are being published
elsewhere �see Ref. �16�, to where the interested reader is re-
ferred�.

4 Results and Discussion

4.1 Validation Cases. Before attempting to calculate the flow
at the injectors’ mixing chamber, the new code was extensively
validated. Several well-established physical situations of increas-
ing complexity were simulated. These were: �i� Laminar and tur-
bulent subsonic and supersonic flows along a two-dimensional flat
plate �2D�; �ii� nonviscous, laminar, and turbulent flows in a tran-
sonic convergent–divergent nozzle �2D�; �iii� interaction of a
shock wave and a laminar boundary layer �2D, 3D�; �iv� interac-
tion of a shock wave and a turbulent boundary layer �2D, 3D�; �v�
turbulent mixing of two parallel jets, one supersonic and the other

subsonic �2D, 3D�; and �vi� turbulent mixing of two parallel su-
personic jets �2D, 3D�. 2D and 3D mean, respectively, two-
dimensional and three-dimensional simulations. For the sake of
conciseness we shall briefly discuss only cases �iv� and �vi�. These
test cases were run using the two-dimensional and the three-
dimensional version of the new code. The results to be presented
in the sequel come all from the three-dimensional simulations.
The reader should observe that much attention was dedicated to
the validation of the code for the turbulent jets mixing cases. This
had to be so, because the nature of the problem to be tackled,
namely the injection mixing process, is connected to the physics
of the mixing jets.

With the objective of working with a smaller and, consequently,
finer mesh, we followed Wilcox �17� and adopted the calculation
domain represented in Fig. 6, for the simulation of the interaction
of a shock wave and a turbulent boundary layer, where � repre-
sents the boundary layer thickness just before the recirculation
region. But before focusing on this grid, the flow starting at the
leading edge of the plate had to be calculated with the basic aim
of obtaining the boundary layer profile at the entrance of the
smaller mesh.

Figure 7 is the resulting pressure field over which we have
“marked” the limits of the recirculation region. The structure of
the system of shock waves is quite apparent and the separation
and reattachment waves are well represented. This case corre-
sponds to Re�=2.5�105, M�=2.96, and �=12.75 deg, where Re�
is the Reynolds number based on the boundary layer thickness at
the entrance of the domain. The length of the separation bubble
calculated by this method is equal to 3.54�, a value that compares
well with the result of Wilcox �17� for the same case, 3.87�.
Another pertinent comparison is made in Fig. 8, where experi-

Fig. 5 Nodes distributions at the inlet face of subgrid E
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mental and numerical surface pressure distributions are plotted.
As can be seen our prediction follows closely both the two differ-
ent numerical results of Wilcox �17� �Re�=2.5�105 and 1.0
�106, for 1 and 2, respectively� and the experiments of Reda and
Murphy �without and with sidewalls treatment, for 1 and 2, re-
spectively� �18,19�. The present simulation corresponds to Re�
=2.5�105.

The second validation test corresponds to the turbulent mixing
of two high-speed streams. This research topic has received much
attention, especially in recent years. Ota and Goldberg �20� have
treated numerically the case of the layer between two supersonic
streams, with a finite volume technique and the 	-
 turbulent
model, for a mixing condition very similar to the one depicted in
Fig. 9. Freund et al. �21� investigated the evolution of a supersonic
jet and its acoustic field by means of direct simulation. A hybrid

approach, RANS and LES, is applied by Georgiadis et al. �22�, in
the prediction of the interaction between two supersonic streams.
This simulation corresponds to Case 2 of Goebel and Dutton �23�,
the details of which will be discussed below. Chinzei et al. �24�
obtained, based on their experimental measurements, a correlation
between the growth rate of the mixing layer and the streams ve-
locity ratio. Samimy and Addy �25� presented results relative to a
supersonic/supersonic mixing, and discussed the influence of the
splitter plate �that separates the two jets� in the resulting flow. The
turbulent structure of the layer in a supersonic/subsonic mixing is
studied by Clemens and Mungal �26� in three different experi-
ences. The relative Mach number, Mr, was made to vary and the
effects of the compressibility in the mixing process were duly
investigated. The authors found that a higher relative Mach num-
ber induces a three-dimensional character in the mixing layer. But,
by far, the best collection of data for comparison purposes is that
of Goebel and Dutton �23�, who examined the total of seven
cases. The authors investigated the turbulent mixing of two high-
speed streams in the range of relative Mach numbers from 0.40 to
1.97, which covers a region of significant compressibility effects.
Several important aspects were investigated and discussed: the
similarity region, the growth rate, and some turbulent correlations,
among other studies, for a number of combinations of supersonic
and subsonic streams. The tunnel, a sketch of which is shown in
Fig. 9, was duly prepared for the two-dimensional mixing of the
streams. The reader should observe that, initially, the currents are
not parallel but instead have a relative angularity of 2.5 deg. There
is also a splitter plate separating the oncoming flows, whose trail-
ing edge is 0.5 mm thick at the entrance of the mixing region. We
shall present here the numerical simulation of Goebel and Dut-
ton’s Case 2. This physical case corresponds to the mixing of two

Fig. 6 Domain of calculation for the shock-wave/boundary-
layer interaction

Fig. 7 Static pressure field for the shock-wave/turbulent
boundary-layer problem. Values are made dimensionless by
the inlet pressure. Coordinates are given in meters.

Fig. 8 Pressure distribution on the flat plate wall

Fig. 9 Sketch of the experimental setup of Goebel and Dutton
†23‡
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supersonic flows with Mach numbers 1.96 and 1.36 �Mr=0.91�.
When entering the mixing chamber the conditions are set such
that the two jets have practically the same static pressure. Because
the flows are supersonic, the boundary conditions at the entrance
of the computational domain are all fixed. The floor and the ceil-
ing of the tunnel are simulated as solid walls, and at the exit
section extrapolation was applied by means of a simplified con-
vection equation. One of the most important parameters in the
study of a mixing layer is its thickness, b. At the start of the
mixing process there is a transition region, after which the mixing
layer velocity profiles develop into a similar pattern. This pattern
is lost when the layer starts to feel the presence of the walls. The
growth of the layer at the similar stretch, characterized by the rate
db/dx, is a basic parameter of the mixing process. Figure 10 shows
the result of the numerical calculation, and the reader should note
that the length of the similar stretch—between 0.10 and 0.45—
was taken as equal to the experimental observation. The value of
db/dx, obtained by linear regression, is equal to 0.039, while the
experimental value is 0.038, a difference of about 2%.

To further illustrate the case in Fig. 11 we show the cross-
sectional velocity profile in the middle of the growth region, plot-
ted together with experimental values �23� and with another nu-
merical simulation based on a hybrid approach, RANS and LES
�22�. The reader can observe that the comparison of the present
solution with the experimental data is very good.

As already stated, the validation results that were presented
above come all from the three-dimensional version of the code,
which confirms the overall accuracy of the numerical code. Nev-
ertheless, we would like to comment on the 3D grid. In the

streamwise and vertical directions the grid was kept exactly equal
to the two-dimensional case. To construct the 3D grid we intro-
duced a certain length along the spanwise direction z, and estab-
lished symmetrical boundary conditions at both lateral faces. With
the objective of checking the possible influences of the spanwise
length and discretization upon final values, we have investigated
them with three different lengths, and for each length with three
different resolutions. For example, in the case of the jets mixing,
the lengths were defined as 0.05 m, 0.10 m, and 0.20 m, while 21,
41, and 81, were the adopted spanwise number of nodes �the
number of points in the streamwise and vertical directions were,
respectively, 81 and 105�. Considering the level of precision of the
algorithm, no significant differences were detected between differ-
ent configurations.

For completeness, a verification of the code was also done. A
grid refinement study was performed together with the determina-
tion of the order of the numerical method �27�. The physical case
of reference was the two-dimensional turbulent boundary layer
along a flat plate, which was calculated with grids 481�481,
241�241, 121�121, 61�61, and 31�31. Solutions for the two
finer grids were basically coincident, and therefore they served as
reference for the calculation of the errors on the other grids. The
mean value obtained for the order of the method was 2.25, very
close to the theoretical value �that is equal to 2�.

4.2 The Injection Process. When the control valve of the
compressed air is opened �Fig. 2�a��, the supersonic streams start
transferring momentum to the tunnel primary flow at the injection
chamber. This induces an acceleration of the main stream until a
final equilibrium condition is established, and this final condition
is a function of the actual situation of the complete tunnel circuit.
In other words, every element of the circuit has an influence on
this final equilibrium state. A study of this dynamic process was
undertaken some years ago by the authors of this work �7,8�. In
this study a simplified mathematical model, based on the concept
of “lumped parameters” �28�, was used, with the basic aim of
simulating the aerodynamic responses to various inputs to the tun-
nel stream, and among them, the injection of a supersonic stream.
The analysis also included the many control devices that exist in a
typical transonic circuit. The results of this simulation revealed
that injection causes a new distribution of parameters along the
circuit. In particular, there is a shift in the main compressor point
of operation, with consequent variations in its performance and
compression rate. Besides, other modifications appear and the tun-
nel circuit finally adapts to the new conditions imposed by the
injection process. At the test section, a new upper level of stagna-
tion pressure and Mach number, and a slight decrease in stagna-
tion temperature, are finally established. Figure 12 illustrates the
resulting stagnation pressure variation at the test section for the
design point �7,8�—the reservoirs are able to sustain about 30 s of
steady flow at the test section. Locally, at the injection chamber,
there also happens to be a raise in stagnation pressure and Mach
number.

For a running of the PTT at the design point the flow at the
entrance of the mixing section is always subsonic, and the value
of the Mach number is 0.51 �11�. But, what mostly characterizes
the design condition �in terms of the injection process� is the
equality of the static pressures between the main stream and the
supersonic jets, exactly at the entrance of the injection chamber
�for more details, see Sec. 2.1�. This, in principle, is the optimum
operation condition, because it will avoid the appearance of strong
compression and/or expansion waves and, consequently, losses
will be minimized. Due to the strong acceleration provided by the
supersonic jet, the injection process will induce an increase in the
Mach number of the subsonic stream, and this effect will be trans-
mitted upstream to the entrance of the mixing chamber and also
further up to the test section. Because the inlet static pressure is
maintained, an increase in the Mach number will correspond to an
increase in the stagnation pressure. The Mach number and the
stagnation pressure simply do not rise even further, because of the

Fig. 10 Mixing layer thickness variation and db /dx in the
growth region

Fig. 11 Normalized mean streamwise velocity at the mixing
region. Longitudinal position, x=0.10 m.
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counterbalancing effect of the pressure losses along the circuit. By
the way, the ultimate rise of the stagnation pressure is the result of
the net balance between “new energy” introduced by the super-
sonic stream and the losses along the tunnel circuit.

The point now is the following. This rising of the stagnation
pressure at the entrance of the injection chamber has, in some
way, to be “informed” to the numerical code; otherwise the simu-
lation will not mimic properly the real physics of the process.
How to achieve this goal? The following procedure was adopted.
After calculation is started, one allows for the rise of the stagna-
tion pressure at the mixing chamber entrance plane, until the pla-
teau value given in Fig. 12 is reached. Let us note that the stag-
nation pressure rises due to the rise of the Mach number and the
constancy of the static pressure at the entrance plane. After that
point is reached, there is a shift of boundary conditions at the inlet
section: from this moment on, the stagnation pressure is kept con-
stant and the static pressure is left to change. The code is then run
until final convergence. The practical mechanism that permits the
augmentation of the stagnation pressure value is the “extrapola-
tion from inside.” The tunnel stream is subsonic at the entrance of
the mixing section, therefore information is transported upward
because one of the longitudinal characteristic velocities, �u−a�, is
negative. Therefore, extrapolation of values of u from plane i=2
to 1 �the entrance plane� is done using the corresponding charac-
teristic equation. This procedure is performed at the “potential”
core of the main subsonic stream. The point of concern now is the
fate of the static pressure at the subsonic entrance. It should not
“drift away” because this would mean that the design condition is
no longer being satisfied. But, as we pointed out before, the end-
ing point of this maneuver—the plateau value of the stagnation
pressure in Fig. 12—is an equilibrium condition, and, most prob-
ably, the static pressure will not vary significantly. We show that
this is so in Fig. 14.

4.3 The Physics of the Injection Process. We pass now to
the discussion of the physical results. Before that, let us observe
Fig. 13. Lines 1, 3, and 5 are the traces of vertical planes on the
entrance plane. Lines 1, 3, and 5 contain the geometrical centers
of the exit sections of Injectors 1, 2, and 3, respectively. Lines 6
and 7 are the traces of horizontal planes on the entrance plane.
Line 6 contains the geometrical centers of Injectors 1, 2, and 3.
The distance of Line 7 to the floor of the tunnel is y=0.1 m.
Plotted on Fig. 14 are distributions of static pressure along these
lines. The distributions correspond to the final converged solution.
As the reader can observe, the static pressures of the main stream
and the supersonic jet, at the entrance plane, are basically the
same at the end of the converging process, which is a guarantee

that the design condition “was not lost” during the maneuvering
strategy proposed above. The results to be presented, therefore,
correspond all to the tunnel operating at the design condition.

Figure 15 shows the dimensionless static pressure fields on the
vertical plane containing Line 1 �Fig. 13� and on the horizontal
plane containing Line 6 �Fig. 13�, respectively. In this last in-
stance only the vicinity of Injector 1 is shown. The pressure fields
are basically homogeneous but, nevertheless, a very small differ-
ence between the subsonic and supersonic values at the entrance
to the injection chamber �in the vicinity of the injectors—see Fig.
14� is sufficient to give rise to compression and expansion re-
gions, in spite of the fact that the strength of these disturbances
are very mild in this situation. At the moment of writing this paper
we are running some off-design cases and, in this instance, the
strength of these waves is really very high. But, by far, the most
interesting physical effect to be learned from these figures is the
appearance of alternating expansion and compression regions.
These have, in this three-dimensional situation, the form of
domes, whose main dimensions are on the same order of magni-
tude as those of the injectors. But a quick physical reasoning

Fig. 12 Test section stagnation pressure variation as a result of the
injection process. The injectors’ stagnation pressure is set to the design
condition „547 kPa….

Fig. 13 Special lines definition at the entrance plane of the
mixing chamber. Static pressure plots along these lines will
illustrate the condition at the design point.

Journal of Fluids Engineering JUNE 2007, Vol. 129 / 689

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



would confirm this result: the supersonic jets coming out of the
nozzles have to develop between the floor of the tunnel and a kind
of “conical subsonic envelope” that limits them.

Figure 16�b� is a general view �from above� of the Mach num-

ber field on the horizontal plane that contains Line 6. One can
observe the influence of the supersonic streams in the overall ac-
celeration at the end of the chamber. But as one moves away from
the high-speed stream the acceleration falls accordingly. This can

Fig. 14 Static pressure distributions along Lines 1, 3, 5, 6, and 7. Values
are made dimensionless by the static pressure of the main stream at the
entrance plane. Thin lines mark injectors’ walls positions.

Fig. 15 Static pressure fields in regions close to Injector 1: „a… vertical plane; and
„b… horizontal plane. The solid black rectangles at the left of the plots mark the
position of the injector. Coordinates are given in meters.
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be checked by observing Fig. 16�a�, where the Mach lines are
shown for a vertical plane passing by the center of Injector 2. The
topology of the mixing layers can also be appreciated by inspect-

ing Fig. 17, where isolines of turbulent viscosity are shown. Val-
ues in Fig. 17 are made dimensionless by the molecular viscosity
at the exit section of the nozzles. The production is so high in the
mixing layers that the level of turbulence at the exit of the cham-
ber is about 3000 times that at the inlet of the supersonic stream.
In spite of that, there is no complete mixing at the exit of the
chamber, what means that the process will finally end inside the
first diffuser. Another very interesting aspect can be observed in
Fig. 18, where the map of dimensionless stagnation pressure at the
entrance plane is shown. At the start of the calculation process, the
main �subsonic� stream stagnation pressure at this plane was equal
to 1.193—a value made dimensionless by the static pressure at the
exit of the injectors. Observing the field one can see that the
overall stagnation pressure was raised to 1.249 as a result of in-
jection. But close to the right lateral plane, which happens to be
the lateral wall of the tunnel �see Fig. 3�, there appeared to be a
difficulty in this process. But the explanation here is simple, be-
cause the wall with its boundary layer constitute what can be
recognized as an important “loss region,” and therefore it repre-
sents a difficulty for raising the stagnation pressure.

Important views of the mixing layers are shown in Figs. 19 and
20. Figure 19 corresponds to the first stations, while Fig. 20 illus-
trates the last sections of the injection chamber. In Fig. 19 one can
see the beginning and the evolution of the mixing process, and
recognize clearly the presence of the “potential” cores. Here, one
can observe the radial diffusion of nodes as mentioned earlier in
Sec. 3.3, an expedient that was used in order to relieve grid stiff-
ness. In Fig. 20 the reader can confirm the fact that the streams are
not completely mixed when the end of the chamber is reached.
The evolution of the mixing layers along all the longitudinal

Fig. 16 Mach number fields: „a… on a vertical plane containing Line 3 „Fig. 13…; „b…
on a horizontal plane containing the geometrical centers of the injectors. The thick
solid line at the bottom indicates the tunnel lateral wall. Coordinates are given in
meters.

Fig. 17 Isolines of turbulent viscosity on a horizontal plane containing
Line 6 „Fig. 13…. Coordinates in meters.

Fig. 18 Isolines of stagnation pressure at the entrance plane.
Coordinates in meters.
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Fig. 20 Streamwise velocity profiles on a vertical plane containing the
geometrical center of injector 1. Representation at the exit of the injec-
tion chamber. The dashed line represents the injector height. Coordi-
nates in meters.

Fig. 21 Turbulent viscosity field on a horizontal plane passing by the geometrical center of the
injectors’ exit sections. Coordinates in meters.

Fig. 22 Three-dimensional view of the jets development along the length of the mixing chamber

Fig. 19 Streamwise velocity profiles on vertical „a… and horizontal „b…
planes containing the geometrical center of the injector 1. Coordinates in
meters.
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length of the chamber can be appreciated in Fig. 21, which is a
flooded version of Fig. 17. Figure 22 is a three-dimensional per-
spective of the mixing layers represented by the radial limits of
the potential cores. Here one can appreciate the very important
fact that the supersonic jets exit the nozzles rectangularly, and
ultimately evolve to an almost circular cross-section form �see
also Ref. �29��. The flattening at the bottom of the jets is an
influence of the tunnel floor.

An important aspect that should be stressed in our findings is
the fact that the mixing process was not complete up to the end of
the mixing chamber, which is attested to especially by Figs. 16
and 20. This might have an impact on the functioning of the first
diffuser, because part of the flow at its inlet would be supersonic.
Two extra lines of work present themselves now in this research
project. The first is to investigate the flow at the entering region of
the diffuser considering the mixed supersonic/subsonic inlet con-
ditions. The second is an effort in the direction of eliminating
some of the simplifying assumptions in order to assess whether
they have any influence on the retarding of the mixing process.
We are very confident in the accuracy of the code developed, and
believe at this point that the length of the mixing chamber is too
short. One should not forget that, as we have stressed above, the
injection system was adapted to an already existent �the basic
conceptual design of the tunnel was already frozen� transition
chamber. But with the available numerical tool we now have on
hand, it is not a difficult task to predict what the minimum cham-
ber length for a complete mixing should be.

4.4 Performance of the Mixing Process. We now present the
engineering parameters’ numerical values for the injection operat-
ing at the design condition. Tables 1 and 2 summarize the main
data for both flows at the start and end of the numerical simula-
tion. The calculated value of K turned out to be 0.40. This is a
high figure, especially when compared to 0.26, the value of the
loss factor at the test section �11,12� �considering a standard in-
stalled model�. But one should remember that the mixing process
is extremely turbulent. Notwithstanding this, at the design point,

the gain resulted in �=1.085, i.e., there is a real gain, and, there-
fore, a definite advantage in using the injection concept. The cal-
culated injection efficiency resulted is �=0.67.

5 Conclusions
The flow in the injection chamber of a transonic wind tunnel,

for conditions designated as the design point, was successfully
simulated. A new finite-difference computer code, that incorpo-
rates an assortment of very powerful numerical tools, was devel-
oped, and proved to be extremely robust, reliable, and accurate.
The physics of the three-dimensional mixing process, a very in-
volved situation, was properly investigated. This is attested by the
finding of the compression/expansion domes, the verification of
the maps of the mixing layers, and the calculation of the param-
eters that characterize the injection process, among many other
important results. In spite of the pressure losses, a consequence of
the high turbulence activity at the mixing between high-speed
streams, the operation presented a positive gain. An important
aspect that should be stressed in our findings is the fact that the
mixing process was not complete up to the end of the mixing
chamber, which is confirmed especially by Figs. 16 and 20. This
might have an impact in the functioning of the first diffuser.
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Nomenclature
a � sound speed �m/s�
ā � average of freestream speeds of sound, �a1

+a2� /2 �m/s�
A � cross sectional area �m2�
b � mixing layer thickness between transverse lo-

cations where u= �u1−0.1�u� and
u= �u2+0.1�u� �m�

CFL � number of Courant, Friedrichs, and Lewy
cp � specific heat at constant pressure �J/kg K�
h � specific enthalpy �J/kg�
H � height of tunnel section �m�
i � computational field node counter

K � pressure loss coefficient
LES � large eddy simulation

M � Mach number
Mr � relative Mach number, =�u / ā
ṁ � mass flow �kg/s�
nt � total number of cells in a cross section

PTT � pilot transonic tunnel
p � static pressure �Pa�

Table 1 Initial parameters at the entrance plane

Supersonic Subsonic

Mach number 1.90 0.51
Stagnation temperature �K� 300 313
Stagnation pressure �kPa� 547.2 97.5
Velocity �m/s� 503 176
Molecular dynamic viscosity �N s/m2�a 1.15�10−5 1.79�10−5

Reynolds numberb
1.61�106 0.212�106

Free stream specific entropy �J/�kg K��c 150 688
Stagnation pressure ratio �supersonic to subsonic� 5.62
Area ratio �subsonic to supersonic� 30.0
Mass flow ratio �subsonic to supersonic� 6.15

aCalculated using Sutherland formula based on the static temperature.
bRelated to injector height, 0.0226 m.
cReference conditions for entropy evaluation, pressure and temperature, 81.67 kPa and 150 K, respectively.

Table 2 Results of the numerical simulation at entrance and
exit sections

Entrance

Supersonic Subsonic Exit

Stagnation pressure �kPa� 547.2 101.4 113.2
Specific entropy �J/�kg K�� 150 676 633.0
Mass flow �kg/s� 2.76 20.00 22.90
Stagnation pressure ratioa 5.40 1 1.12
Mass flow ratiob 1 7.27 8.30

aValues at the subsonic stream taken as reference.
bValues at the supersonic stream taken as reference.
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q � dynamic pressure �Pa�
R � gas constant �J/kg K�

Re � Reynolds number
s � specific entropy �J/kg K�
T � static temperature �K�
u � local mean streamwise velocity �m/s�

�u � freestream velocity difference, =u1−u2 �m/s�
x � streamwise coordinate �m�
y � vertical coordinate �m�
z � lateral, or spanwise, coordinate �m�
� � rotation flow angle �deg�
� � specific heat ratio
� � boundary layer thickness �m�
� � injection efficiency
� � flow deflection angle due to shock wave �deg�
� � injection gain
 � mixing chamber wall angle �deg�

Subscripts
0 � stagnation condition

1,2 � high and low speed, respectively
i,e � inlet and exit cross section stations,

respectively
n � generic cell

sh � shock impinging position at the flat plate
w � wall conditions
� � boundary layer thickness
� � free stream value
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Initial Stage of Natural
Convection Over a Hot Aerosol
Sphere
Background: Analytical study is presented on the transient problem of buoyancy-induced
motion due to the presence of a hot aerosol sphere in unbounded quiescent fluid. Method
of Approach: Because the initial flow field is identically zero, the initial stage of the
process is governed by viscous and buoyancy forces alone where the convective inertial
terms in the momentum and energy balances are negligible, i.e., the initial development
of the field is a linear process. The previous statement is examined by analyzing the
scales of the various terms in the Navier-Stokes and energy equations. This scale analysis
gives qualitative limitations on the validity of the linear approximation. A formal integral
solution is obtained for arbitrary Prandtl number and for transient temperature field.
Results: We consider, in detail, the idealized case of vanishing Prandtl number for which
the thermal field is developed much faster than momentum. In this case, analytical treat-
ment is feasible and explicit expressions for the field variables and the drag acting on the
particle are derived. Detailed quantitative analysis of the spatial and temporal validity of
the solution is also presented. Conclusions: The linear solution is valid throughout space
for t�10 diffusion times. For t�10, an island in space appears in which inertial effects
become dominant. The transient process is characterized by two different time scales: for
short times, the development of the field is linear, while for small distances from the
sphere and finite times, it is proportional to the square root of time. The resultant drag
force acting on the sphere is proportional to the square root of time throughout the
process. �DOI: 10.1115/1.2734195�

Keywords: transient natural and mixed convection, buoyancy, small Reynolds and
Grashoff numbers, drag force

1 Introduction

The problem of natural convection over finite bodies has a far
reaching history �a comprehensive review can be found in the
book by Gebhart et al. �1��. Many interesting phenomena regard-
ing this process have arisen as a result of the various studies.

Earlier studies considered the steady flow induced by a point
source of heat. Zel’dovich �2� introduced the notion of the self-
similar axisymmetric thermal plume far from the hot body. Yih �3�
derived a closed form solution to the reduced self-similar equa-
tions for the case of Prandtl �Pr� number Pr=1,2. Gutman �4� and
later Fujii �5� considered the steady natural convection above
point and line heat sources by numerical integration. More re-
cently, Kurdyumov & Liñán �6� advanced this problem by per-
forming numerical computations for different Pr numbers. Results
for the heat transfer rate for a large range of Grashof numbers �Gr�
are obtained for the flow around a point source.

Steady natural and combined convections for large Grashof
numbers have been studied extensively �e.g., �7–9��. Potter and
Riley �10� studied theoretically, using boundary layer approxima-
tion, the asymptotic behavior for Gr→� and found that the upper
stagnation is a singular point, which suggests that, at that point,
flow erupts from the boundary layer forming the edge of the ther-
mal wake.

Geoola and Cornish �11� investigated the flow induced by natu-
ral convection around a sphere for Gr values 0.05–50 and ex-
tracted values of Nusselt �Nu� and drag coefficients. Jia and

Gogos �12� studied the free convection case for the parameter
range 10�Gr�108. They also obtained heat transfer and drag
coefficients.

Studies more relevant to the present interest consider steady
natural convection for small values of Gr �i.e., small particle di-
mensions�. Fendell �13� showed that for the steady problem, linear
approximation for Re→0 is physically inconsistent as it results in
an unbounded velocity field. He also observed that the self-similar
solution of the point source valid far from the source cannot be
matched with the linear solution near the source because the re-
gions of validity of the two solutions do not overlap. A remedy is
offered by an inner regular asymptotic expansion and an outer
expansion conforming to the Oseen approximation based on the
velocity scale of the outer flow. Though, as was noted by Heiber
and Gebhart �14�, this approach lead to the erroneous result that
the inner velocity is proportional to Gr1/2 as opposed to Gr. Hieber
and Gebhart �14�, in turn, considered the effect of buoyancy on a
dominant forced convection field for small Re and Gr, and for unit
Pr number. A solution to the mixed convection flow is obtained by
a unique inner-outer matched asymptotic scheme for small Re and
Richardson number, Ri=Gr/Re2. Expressions for the steady drag
and heat transfer coefficients are extracted.

Regarding unsteady processes, most studies concern heat trans-
fer in forced convection rather than in natural convection regimes;
thus, effects of buoyancy are completely neglected. In such a case,
the momentum equation is decoupled from the heat transfer prob-
lem and, thus, the flow field and drag on the particle is unaltered.
For example, Abramzon and Elata �15� studied, numerically, the
forced convection transient heat transfer from a sphere assuming
Stokes velocity field, which is also steady during the cooling pro-
cess. Feng and Michaelides �16� provide asymptotic analysis and
numerical analysis �17� for the same problem for small Peclet
numbers �Pe� �16� for spherical and nonspherical shapes, and for
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large Re and Pr �17�; they extracted explicit results for the tran-
sient heat transfer rate from a sphere. Again, these results do not
consider the effects of buoyancy on the flow field.

Geoola and Cornish �18� studied, numerically, the problem of
transient natural convection by applying a finite difference scheme
for the solution of the energy and vorticity-stream function equa-
tions. The calculations are performed for the initial state of zero
fields and a step temperature function at the particle surface. Un-
fortunately, results are tabulated only for the final steady-state
coefficients. The initial developed flow is only given graphically
using plots of the instantaneous stream function, iso-vorticity
lines, and isotherms. Time scales for the development of the flow
and global parameters are not given.

Regarding experimental studies, Dudek et al. �19� used an elec-
trodynamic chamber �20� to suspend a heated charged particle in
space and reported a plot of the transient voltage �proportional to
the drag force acting on the particle� required to suspend the par-
ticle in the chamber.

Thus many interesting and important questions are still open. In
this study, we are interested in the initial time scales of evolution
of the velocity field and, keeping application in mind, the resultant
evolution of the drag force. It is of course obvious that without
available solution of the steady, already developed field, it is im-
possible to obtain a solution to the transient problem for all times.
However, dimensional inspection of the governing equations �Sec.
2� suggests that at the initial stage of the process, the problem of
unsteady buoyancy-induced flow will not suffer from the singular
behavior of the linearized �omission of the inertial terms� Navier-
Stokes equation. The reason is that, for sufficiently short times,
the disturbance developed near the particle will not reach dis-
tances where the processes are dominated mainly by inertial
forces and also because the initial developed velocity field is very
weak. The main interest of this study is thus to obtain a valid
solution at the initial stages of natural convection when buoyancy
and diffusion processes predominate and to provide conditions of
validity of the approximation.

The paper is organized as follows. Section 2 discusses the linear
approximation and the mathematical problem is formulated. In
Sec. 3 the problem is solved and in Sec. 4 results for the simplest
case of Prandtl number infinitely small are examined, i.e., the case
is considered where the temperature field is already developed.
The spatial and temporal range of validity of the linear approxi-
mation is examined with respect to the contribution of the nonlin-
ear convective inertial terms. Section 5 discusses the applicability
of the results to the mixed case where the particle is also subjected
to motion; hence, the contribution of the buoyancy-induced flow
may be superposed on the solution of the transient particle motion
under isothermal conditions.

2 Linearization of Transport Equations
Consider the configuration presented in Fig. 1. The governing

equations are continuity, momentum subject to Boussinesq condi-
tions, and energy,

� · u = 0

�u

�t
+ �u · ��u = − �

p

�
+ ��u − ��g �1�

��

�t
+ �u · ��� = 	��

where �u , p ,�� are the fluid velocity, pressure, and temperature,
respectively; g is the gravitational acceleration; �, �, �, 	 are the
density, kinematic viscosity, thermal expansion, and thermal dif-
fusivity, respectively. The spherical particle is fixed in an un-
bounded initially quiescent fluid. The homogeneous boundary
condition for the hydrodynamic problem is the adherence of the
fluid to the particle surface, i.e., the velocity vanishes on the par-

ticle surface and also at infinity. Hence, the following conditions
are to be satisfied:

u��r� = a,t� = u��r� → � ,t� = 0, u�r,0� = 0
�2�

���r� = a,t� = �p�t� · H; ��r,0� = 0

where a is the aerosol radius, H is the Heaviside step function,
and �p is the particle surface temperature. It is assumed through-
out that the particle is small enough such that its surface tempera-
ture may be considered uniform and that Gr is much smaller than
unity at all times.

Equations �1� and �2� are normalized by introducing character-
istic dimensions that will be defined as the argument progresses.
The corresponding dimensionless equations �continuity remains
unchanged� are

StRe
�u

�t
+ Re�u · ��u = − �p + �u − ReRi · �ĝ

�3�

StPe
��

�t
+ Pe�u · ��� = ��

Equations �3� define the following general dimensionless num-
bers: Strouhal number St= l / �Utc�, Reynolds number Re=Ul /�,
Richardson number Ri=Gr/Re2, Grashof number Gr=�g�cl3 /�2,
Peclet number Pe=RePr, and Prandtl number Pr=� /	. The char-
acteristic dimensions are l for length, U for velocity, tc for time,
and �c for temperature. The parameter multiplying p to yield the
unit factor becomes 
U / l; ĝ is the unit vector in the direction of
gravity.

It is imperative to consider the relative importance of the dif-
ferent terms in the momentum and energy equations and to con-
clude whether, indeed, conditions exist in which the convective
inertial terms may be neglected as a first approximation. The im-
portant parameter for this discussion is the characteristic speed
U—yet to be defined—of the induced flow. At the initial stage, the
velocity field is identically zero. In the approach to steady state, it
is already known that in the thermal plume far from the sphere the
velocity scales as �� /a�Gr1/2 �see, e.g., �21��. With this scale, the
singularity of the linearization of the momentum equation is evi-
dent. Indeed, taking U= �� /a�Gr1/2 and l=a, one finds that Re
=Gr1/2 and also ReRi=Gr1/2. Namely, both convective and buoy-
ancy forces become comparable and inertia cannot be neglected.
However, if the velocity scales linearly with Gr, which was noted
by Hieber and Gebhart �14� as the proper velocity scale near the
particle, the factor multiplying the convective term becomes Gr
�o�1� and the one for the buoyancy term becomes unity �stan-
dard notation for order of magnitudes are employed, namely, o�*�

Fig. 1 Schematic view of the problem
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stands for smaller than “*,” and O�*� means of the same order of
magnitude as “*”�. If, furthermore, the time scale is tc=a2 /� �dif-
fusion time scale�, then it becomes apparent that StRe=1, or

�u

�t
� �u � �ĝ �4�

In other words, an approximate condition of the validity of the
linearization may be characterized by the condition that the scale
of the velocity is such that the following condition holds every-
where

Re � O�Gr1/2� �5�
Thence, it is apparent that the linear solution would not converge
to the steady thermal plume flow. However, for Gr�o�1� we have
Gr�O�Gr1/2�; hence, in the near vicinity of the sphere, the linear
approximation is expected to yield valid results even for long
times from initial conditions.

Using the same scale arguments and parameters for the energy
equation, results in StPe=Pr and Pe=GrPr. Thus, the energy equa-
tion is governed by three characteristic scales. For Pr�O�1�, the
transient term scales as the thermal diffusion �conduction� term,
where again convection falls behind with the scale of Gr�o�1�.
In this case, it is apparent that thermal diffusion is comparable to
vorticity diffusion �characteristic rate of vorticity diffusion is � /a,
while that of thermal conduction is 	 /a, thus the ratio of the first
to the second becomes Pr�; thus, the unsteady temperature field
must, in general, be incorporated into the solution of the velocity
field. To avoid confusion, note that the convective term is ne-
glected from the energy equation because of the small Pe �propor-
tional to Gr� regardless the value of Pr.

It is concluded that under the above conditions, the inertial
forces may be neglected and the problem reduces to

� · u = 0

�u

�t
+ �p − �u = − �ĝ �6�

��

�t
= Pr−1��

with the homogeneous normalized boundary conditions

u��r� = 1,t� = u��r� → � ,t� = 0, u�r,0� = 0 �7�

All variables are normalized according to the above arguments
where the coordinate r is considered relative to the center of the
particle c.

The linearization decouples the heat equation from the hydro-
dynamic problem. This is why the temperature initial and bound-
ary conditions are not specified in Eq. �7�. The heat transfer is
purely by conduction and hence is considered as solved for any
given imposed temperature conditions. The temperature field thus
obtained serves as a known source of momentum in the linearized
momentum equation.

This model, in that sense, is a counterexample to the one used
in the studies mentioned above. That is, here it is assumed that
transport of fluid parcels is so slow relative to the transport by
diffusion that the scalar temperature field is effectively unaffected
by consequent changes in the flow field. This assumption is ratio-
nal because of two main physical reasons: �i� the small dimension
of the particle restricts small velocity scales and �ii� restriction to
initial stages where the field is mainly developed near the particle.
Thus the velocity decays sufficiently rapidly with distance from
the sphere and thus no advection takes place at regions where
diffusion gradients are absent.

3 Solution Procedure
Equations �6� with conditions �7� constitute a linear system.

Because of the homogeneity of the boundary conditions, the ho-

mogeneous solution of Eq. �6� is the zero solution �� is the only
initiating mechanism of the flow�. Thus, it remains to find a par-
ticular solution to the nonhomogeneous equation.

An axisymmetric solution to Eqs. �6� can be sought in the form

u = � � � � �h�r,t�ĝ� �8�

This procedure is similar to the one employed by Landau and
Lifshitz �22� for the solution of the Stokes problem; the difference
is that now the underlying vector is the unit vector in the direction
of gravity and the momentum equation is inhomogeneous. Taking
the curl of Eq. �8� and using a well-known identity in conjunction
with the fact that g is a constant vector yields

� � u = ���� · � − �� � � �h�r,t�ĝ� = − ���h�r,t� � ĝ� �9�

Taking the curl on the momentum equation and substituting Eq.
�9� results in

�

�t
����h�r,t� � ĝ�� − �2��h�r,t� � ĝ� = �� � ĝ �10�

The cross product with respect to ĝ can be dropped, thus

�	 �

�t
��h�r,t�� − ���h�r,t��
 = �� �11�

Defining =�h�r , t� and integrating once, Eq. �11� yields

�

�t
− � = � + c�t� �12�

In order to satisfy the convergence condition as r→�, c�t� must
be zero. The conditions imposed on  are

�1,t� = �r → � ,t� = 0, �r,0� = 0 �13�

The problem is thus reduced to a particular solution of the non-
homogeneous, one dimensional, heat equation for  in spherical
coordinates,

�

�t
=

�2

�r2 +
2

r

�

�r
+ ��r,t;Pr� �14�

Solution of Eq. �14� with conditions �13� is given by �23�

�r,t� =�
0

t�
1

�

���,�;Pr�G�r,�,t − ��d�d� �15�

where the kernel has the form

G�r,�,t� =
�

2r��t
	exp−

�r − ��2

4t
� − exp−

�r + � − 2�2

4t
�


�16�

In other words, the solution may be interpreted as follows: pro-
vide a temperature field, then “operate” Eq. �15� on it and obtain
the solution to the induced flow field.

The field variables and global parameters, such as drag force,
can be written in terms of the function h�r,t� by manipulations on
Eq. �8� �see the Appendix�. The results are the velocity, stress,
pressure, and drag in spherical coordinates �gravity is opposite to
the z-axis�

u = cos ���h − h��r̂ + sin ��h�

r
− �h��̂

p = − cos ���h −
�h

�t
��

�17�
�rr = 2 cos ����rh�� − h��

�r� = sin �2�h�

r
−

h�

r2 � − ��h���
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F =
4

3
�5��h −

�h

�t
��

− 4�1

2
h� +

h�

r
−

h�

r2 ��
r=1

ẑ �18�

The dashes denote partial differentiation with respect to r. The
stresses are normalized according to the pressure, and thus, the
force scale is 
� Gr. On deriving the pressure distribution, the
constant of integration vanishes. This is because the pressure here
represents the disturbance relative to the pressure in equilibrium
conditions, consistent with Boussinesq approximation.

4 Results
We consider in detail the following idealized case. Suppose the

particle is heated by some means such that its temperature is
maintained constant at all times �qualitatively similar conditions
can be found, e.g., in coal particle combustion in power plants�. It
is further assumed that Pr�o�1�, which implies that the unsteady
term must be much larger than the diffusion. Hence, in the limit of
vanishingly small Pr, the transient process is characterized by fast
development of the temperature field and a relatively much more
slowly developed velocity field. Hence, during the momentum
transport the temperature may be considered as if it has reached
steady conditions. The temperature profile becomes �=1/r. Inte-
grating Eq. �15� with respect to the coordinate gives the following
expression for :

�r,t� =
1

r�0

t

erf r − 1

2��
�d� �19�

It is easy to see that Eq. �19� satisfies the conditions imposed on 
only for finite times, as expected. Performing the integration, the
result is

 =
1

r− 2�2 + �t + 2�2�erf� �

�t
� +

2�

��
�t exp�−

�2

t
�� �20�

The notation ���r−1� /2 is used for short. The last term in Eq.
�20� suggests that the solution grows boundless as �t. This is not
surprising because it was already emphasized that the linearization
is valid either for short times or short distances from the particle
�exact conditions are given in the following discussion�. However,
for finite times it is observed that as r→�, �r−1, which will
result in a vanishing velocity field far from the sphere. That is, in
contrast to the linear steady solution �as elaborated in the Intro-
duction�, the linear transient solution is everywhere convergent in
space while exhibiting uniform divergence in time.

Equation �20� shows that the growing field is characterized by
two different time scales, t and �t, corresponding to the two op-
posite limits: �2 / t→� and �2 / t→0. Indeed, let

�

�t
� 1 �21�

This condition implies short times from initial conditions and
large distances from the particle. For this condition, the error
function may be approximated by the following asymptotic ex-
pansion �24�:

erf� �

�t
� = 1 −

�t

���
exp�−

�2

t
�1 −

t

2�2 +
3t2

4�4 −
15t3

8�6 + O� t4

�8��
�22�

Substituting Eq. �22� into Eq. �20� gives the following result:

 �
1

r	t +
t3/2

���
exp�−

�2

t
�−

t

�2 + 3
t2

�4 + O� t3

�6��
 �23�

Equation �23� shows that the temporal behavior of the buoyancy-
induced flow at the initial stage is a linear growth in time. By
condition �21�, this time scale is expected to hold at large dis-
tances from the source.

The asymptotic result obtained in Eq. �23� is not applicable for
the opposite limit

�

�t
→ 0 �24�

i.e., in the vicinity of the particle. To obtain the temporal behavior
in this case the error function and the exponential function in Eq.
�20� may be approximated by

erf� �

�t
� =

2
��

 �

�t
−

�3

t3/2 + O� �5

t5/2��
�25�

exp�−
�2

t
� = 1 −

�2

t
+

�4

t2 + O��6

t3 �
Substituting these expansions into Eq. �20� yields

 �
4

��r
�t� − 2�2 +

�3

3�t
+ O��4

t2 �� �26�

which shows that near the particle the temporal behavior of the
solution scales as �t. We note that this solution is invalid as t
→0, but it satisfies the zero condition on the particle surface at all
finite times. By condition �24�, this time scale characterizes the
evolution of the velocity field at regions near the particle at com-
paratively long times from initial conditions.

The above temporal behavior is illustrated in Fig. 2, which
depicts  as function of time for different distances from the par-
ticle based on Eqs. �20�, �23�, and �26�. At the initial stage, the
exact solution grows with a slope of near unity and gradually
converges to behavior proportional to �t, characteristic for long
times. The behavior of the solution with distance from the sphere
for fixed times t=0.1, 1 is obtained in Fig. 3. The function satisfies
the conditions at the boundaries, and it is characterized by fast
growth near the sphere and a gradual decay at large distances. It
may be extrapolated from this behavior that effects of inertia will
become appreciable at long enough times, for distances near
which the velocity assumes maximum value. That is, at a given
time, either the solution is valid for the entire field or breaks up at
a finite region in space; this region will grow monotonically with
time.

A question arises: what are the quantitative conditions of valid-
ity of the linear solution? To answer that, one must compare the
magnitude of the neglected inertia term based on the linear solu-
tion to the buoyancy driving term. By Eq. �4�, the later scales as
1 /r. In order to approximate the inertial term, it is noted by Eq.
�17� that u�, thus inertia scales as Gr � /�r. Employing the
asymptotic result of  obtained in Eqs. �23� and �26�, the ratio of

Fig. 2 Temporal behavior of the function � for three distances
from the sphere: �=0.01, 0.1 1; based on Eqs. „20…, „23…, „26…
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the inertia to buoyancy scales as �t /��2 Gr and t� Gr, respectively.
To satisfy the condition that the ratio will remain small, e.g., com-
parable to Gr, one obtains the corresponding limit curves

� = t; consistent with Eq . �23� �27�

� = t−1; consistent with Eq . �26� �28�
Above the limit of Eq. �27� and below that of Eq. �28�, the ratio is
smaller than Gr�o�1�.

A more accurate condition can be obtained by calculating the
ratio exactly on the axis of symmetry above the sphere and ob-
taining the contour line at level Gr numerically, or alternatively
the contour line at level one of

�rur

�ur

�r
� = 1 �29�

where ur is the radial velocity component. By Eq. �17�, ur be-
comes ur=cos ��−h��, which, by integrating once the relation
�h=, may also be written as

ur =
4 cos �

r3 �
0

�

�1 + 2��2��,t�d� �30�

The tangential velocity component is u�= �h� /r−� sin �, which
can be written as

u� = � 1

2 cos �
ur − �sin � �31�

The contour given by Eq. �29� is illustrated in Fig. 4 �bold line�.
Figure 4 also depicts the validity of the asymptotic expressions
given by Eqs. �27� and �28� �dots�. Based on Eq. �27�, convective
inertia remains smaller than Gr throughout the field as long as the
time elapsed is smaller than ten diffusion times. For t�10, the
influence of the convective inertial terms becomes appreciable at a
finite region in space that grows monotonically with time. The
apparent enclave obtained in Fig. 4 is the result of the velocity
gradient diminishing near the maximum point of the velocity thus
reducing the inertial forces.

In an attempt to clarify the evolution of the velocity field, Fig.
5 shows the development of streamline patterns in a rectangular
domain �with cylindrical components �R ,z�� above the sphere for
various times. The pattern is symmetrical with respect to the in-
flow toward the sphere, and the updraft and qualitatively re-
sembles the patterns obtained in the numerical study of Geoola
and Cornish �18�. At short times, the streamlines are steep toward
the sphere center, suggesting the domination of the �spherical�

radial velocity component and gradually become moderate; at
longer times the flow is dominated by the velocity component in
the z direction. Indeed, the initial stream patterns can be obtained
by considering the first term in Eq. �23�, t /r. The corresponding
velocity components are ur= t /r�1−1/r2� cos � and u�=−t / �2r�
��1+1/r2� sin �, yielding the stream function

� =
t

2
�2 sin2�

r
+ r cos 2� − 1� �32�

Thus, initially the streamlines are self similar in time. For large
distances, r�1, the stream function is estimated by ��r cos 2�
and the corresponding streamline patterns are obtained in Fig. 6.

5 Particle Dynamics
The initial motivation of this study was to gain further under-

standing of the dynamical behavior of a particle while initiating
buoyancy-induced motion. The drag-force expression obtained in
Eq. �18� reduces to

F = 2�� �

��
�

�=0

ẑ �33�

Performing the calculation, the result is

F = 8��t1/2ẑ �34�
Hence, at the initial stages, the buoyancy-induced flow results in a
drag force that grows as �t. Again, Eq. �34� is expected to hold
whenever the validity conditions are met. Thus, due to the fact
that the drag on the sphere is caused by the entire field, it is
concluded that Eq. �34� is valid for t�10. Another condition for
the validity of Eq. �34� may be evaluated by considering the scale
of the drag force in developed free convection, which is known to
be 
� Gr1/2 �it is also recalled that the scale factor for F is 
� Gr�.
Ignoring any constant factor, Eq. �34� should not exceed this
value; hence, one arrives at the condition t�Gr−1.

At this point it is of interest to examine the validity of the
current analysis to the mixed problem, i.e., to the case where the
sphere is also subjected to motion with velocity U. The classical
problem of particle motion under isothermal Stokes conditions
was, and still is, the subject of intensive investigations �e.g.,
�25–27��. Under the above approximation, the resultant fields do
not interact and the contribution of the buoyancy forces will be
superposed on the isothermal solution. It remains to reexamine the
limitations under this condition. To this end, the scale of the ve-
locity field is now taken as U, where the time scale remains a2 /�.
Consistent with the Stokes approximation is the condition U

Fig. 3 Behavior of � with distance based on Eqs. „20…, „23…,
„26… for t=0.1, 1

Fig. 4 Region of validity of the linear solution: based on Eq.
„29… „bold line… and based on Eqs. „27… and „28… „dotted line…
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�� /a, or Re�o�1�. Thus the factor multiplying the convective
inertial terms is Re, whereas the one for the buoyancy term is �
=Gr/Re. The condition of validity becomes Re�� or Ri�1, i.e.,
strong buoyancy over particle advection. The conditions for the
energy equation are similar to the fixed sphere case. The linear
approximation formulation is now

� · u = 0

�u

�t
+ �p − �u = − � · �ĝ �35�

��

�t
= Pr−1��

With boundary and initial conditions for the velocity field

u�r,t� = V�t�, for �r� = 1

u�r,0� = 0, for �r� � 1 �36�

where V�t� is the sphere velocity, scaled by U, which, in general,
may be time dependent. Thus we seek a solution as a superposi-
tion of the homogeneous problem, i.e., the problem without the
buoyancy term satisfying Eq. �36�, and a particular solution of the
buoyancy-induced flow with homogeneous boundary and initial
conditions. The homogeneous velocity field is denoted by u0,
whereby the particular solution corresponding to the buoyancy-
induced flow is denoted by ut

u = u0 + ut. �37�
The buoyancy-induced velocity thus satisfies

� · ut = 0

�ut

�t
+ �pt − �ut = − ��ĝ �38�

ut��r� = 1,t� = ut��r� → � ,t� = 0,ut�r,0� = 0

This formulation is identical to the one solved in Sec. 4, except
that now the buoyancy term is multiplied times �; hence, the
results are modified by the constant factor. The validity contour
obtained in Fig. 4 now represents the condition where the ratio of
inertia to buoyancy is smaller than 1/Ri=Re2/Gr, which is much
more restrictive for small particles than the first condition. A re-
alistic example that may comply with this case is the initial stages
of a falling hot or cold sphere under gravity �in a host having
Pr�o�1��; although the behavior of the isothermal sphere under
this condition is still under debate �e.g., �27,28��.

6 Conclusions
The problem of the flow induced by buoyancy forces due to the

presence of a hot sphere was considered for the initial stages
where the flow is dominated by transient inertia, viscosity, and
buoyancy, and convective processes may be neglected. A general
integral solution is obtained for an arbitrary Pr number. The case
Pr=0 was considered in detail. For this case, temporal and spatial
conditions of validity of the linearization were given. The tempo-
ral behavior of the flow is characterized by two different time
scales; both show an unbounded monotonic growth with time:
initially the field is developed linearly with time and in later
stages it becomes proportional to the square root of time. The
resultant drag force induced on the sphere shows an unbounded
growth proportional also to the square root of time at all stages.
Under the above linear analysis, the results do not predict the
behavior approaching the steady state, which by itself is, as yet, an
unresolved problem. The results in this paper were confined to the
case of vanishingly small Pr. However, the platform for the more
general case of finite Pr is given and calls for further study—such
as the more realistic case of a sphere whose temperature decreases
with time for which the current analysis is expected to yield valid
results at all times.
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Fig. 5 Streamlines around the sphere for different times: t=0.01, 1, 10, 100

Fig. 6 Streamlines around the sphere for t\0
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Appendix
In this section, a brief description is given for the derivation of

Eqs. �17�. Using well-known vector identities consecutively on
Eq. �8�, one has

� � � � �hĝ� = ��� · hĝ� − �hĝ

= �ĝ · �� � h + ��h · ��ĝ + ĝ � �� � �h�

+ �h � �� � ĝ� − �hĝ

= h��ĝ · ��n + n�ĝ · n�h� − �hĝ

=
h�

r
�ĝ − �ĝ · n�n� + n�ĝ · n�h� − �hĝ

= �ĝ · n�nh� −
h�

r
� + ĝh�

r
− �h�

where n is the unit normal in the direction of r. In the third step,
we used the fact that h depends only on the radial coordinate
�except the time� and, thus, �=n� /�r. Introducing spherical co-
ordinates, g is in the direction of minus z and yields

ĝ = − cos �n + sin ��̂ → �ĝ · n�n = − cos �n

Thus, one arrives at the expression for the velocity in Eqs. �17�.
The stresses are obtained by substituting the velocity components
into the stress components

�rr = 2
�ur

�r
, �r� =

1

r

�ur

��
+

�u�

�r
−

u�

r

The expression for the pressure is obtained by substituting Eq. �8�
into the momentum equation in �6�. This gives

�p = �u −
�u

�t
− �ĝ = ��� � � � �hĝ�� −

�

�t
�� � � � �hĝ�� − �ĝ

= ����� · �hĝ�� − �hĝ� −
�

�t
���� · �hĝ�� − �hĝ� − �ĝ

= ����ĝ · �h� − �2hĝ� − � �

�t
�ĝ · �h�� + ĝ

�

�t
��h� − �ĝ

= �ĝ · ���h −
�h

�t
��

In the last step, the second, fourth, and last terms cancel because
of �11�; thus, one arrives at the expression for the pressure.
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Gas–Solid Particle Flow in
Horizontal Channels:
Decomposition of the
Particle-Phase Flow and
Interparticle Collision Effects
This paper examines the turbulent flow of heavy particles in horizontal channels and
pipes. Calculations for the fluid are performed within an Eulerian frame of reference,
while the particulate phase is considered as several continuous polydisperse media, each
constituting a separate phase. The interparticle collisions include two mechanisms: col-
lisions with sliding friction and collisions without sliding friction. The collisions of par-
ticles are accounted for, by collisions due to the difference in the average and fluctuating
velocities of the several particulate fractions. This work introduces an original model for
the closure for the mass and momentum equations based on the collisions as well as an
original description of the particle motion in a horizontal channel, by introducing the
decomposition of the particle-phase motion into two types of particle phases: falling and
rebounding particles. The decomposition allows the correct calculation of the influence of
the wall on the motion of particles. �DOI: 10.1115/1.2734202�

Keywords: channel flow, rebounding particles, inter-particle collisions, high mass load-
ing ratio

1 Introduction

Pneumatic conveying processes are influenced by several
physical phenomena, such as particle sedimentation, interparticle
collisions, rotation, and lift and drag forces. The combination of
these phenomena and forces results in asymmetric flow in hori-
zontal channels. The experiments by Tsuji and Morikawa �1�
proved that a decrease of the magnitude of mean flow velocity
leads to an increased asymmetry of the average velocity. These
experiments also showed that a minimum mean flow velocity
must be maintained for the particles to be transported. The mag-
nitude of this minimum transport velocity was examined by
Davies �2� and Cabrejos and Klinzing �3�.

Sommerfeld �4� presented a number of diagrams for the aver-
age and rms velocity shapes obtained for a relatively large mean
flow velocity. He did not observe any effect on the velocity pro-
files due to particle accumulation on the bottom wall. Sommerfeld
and Zivkovic �5� estimated the effect of the particulate collisions
using a stochastic approach in a Lagrangian frame of reference.

The effect of collisions is obviously important for dense par-
ticulate flows when the ratio of particle response time is larger
than the time of interparticle collisions: tp / tc�1. An order of
magnitude estimate shows that the inequality tp / tc�1 is satisfied
at mass loadings higher than 10 �6�.

It is well known that the presence of particles induces changes
in the turbulence structure in the carrier fluid, which is described
by a number of models such as Elghobashi and Abou-Arab �7�,
and Shraiber et al. �8�. Yuan and Michaelides �9� suggested sev-
eral mechanisms for the modulation of turbulence in a gas–solids

mixture and Crowe and Gillandt �10� incorporated them in a quan-
titative model to predict turbulence enhancement and attenuation
in terms of the velocity slip. We use this model for the turbulence
modulation because it agrees well with the experimental results of
Tsuji and his co-workers ��1,11��. Also, together with the particle
collisions and turbulence modulation phenomena, we take into
account the effect of lift forces and particle rotation.

This paper presents the governing and closure equations for the
turbulent flow of a gas–solids mixture. The model was imple-
mented numerically and validated by comparisons with experi-
mental data at intermediate and high mass loading ratios �up to
25� and for particles of various sizes in the range of diameters
0.1�d�1 mm. The results show a modification of the flow struc-
ture and reveal the asymmetry of the average and rms velocity
profiles, even at reasonably high mean transport velocities of the
carrier fluid. The model also shows the importance of accounting
for the particulate collisions for both intermediate and high mass
ratios.

2 Description of the Model

2.1 Governing Equations of the Carrier Gas Phase. We use
the boundary-layer approximation and the four-way coupling ap-
proach of Crowe et al. �12�, where the gas-particle and interpar-
ticle forces are included in the k equation for turbulence. The
conservation equations for the mass, momentum and turbulent
energy are as follows:

�u

�x
+

�v
�y

= 0 �1�

u
�u

�x
+ v

�u

�y
= −

�p

� � x
+

�

�y
�� + �t�

�u

�y
− �

i=1

6

�i

CDi�

�i
�u − usi� �2�
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u
�k

�x
+ v

�k

�y
=

�

�y
��t + ��

�k

�y
+ �t� �u

�y
�2

− �� ��k

�y
�2

+ �
i=1

6

�i

CDi�

�i
	��u − usi�2 + �v − vsi�2�

− � 
�usi�u��
turb −
k�k

Lh
�3�

The closure equations for the of the turbulent viscosity of gas, �t,
and length scale, Lh, are as follows

�t = C�t
�kLT �4�

Lh = 2LT�/�LT + �� �5�

where

C�t = 0.07�LT
�k�exp�− 2.5/�1 + �LT

�k/50���� and LT =
k0

3/2

	0

�6�

The interparticle distance is: �=d
����p /6��
�1/3−1�. The pa-
rameters d
 and �
 are related to the diameters, di and mass
fractions of the particles as follows

�
 = �
i=1,6

�i, and d
 =
1

�

�
i=1,6

di �7�

2.2 Governing Equations for the Dispersed Flow. The
model for the particles encompasses a finite number of particle
types that are characterized by a diameter �size� and a mass frac-
tion. Although this approach is general enough to include a large
number of particle fractions, for simplicity and ease in the com-
putations, we will consider only three particle fractions. The mass
fractions of these particles are constant �that is, we assume no
chemical reactions, condensation, or sublimation� and are known
a priori. The model also distinguishes particles that approach a
wall as “falling particles” and particles that rebound from the wall
as “rebounding particles,” and accounts for them as different types
of particles. Therefore, the total number of particle fractions that
must be considered is six: three fractions for the falling phases
�i=1,2 ,3� and three for the corresponding rebounding phases �i
=4,5 ,6�. The governing equations of a given falling particle
phase differ from the corresponding rebounding particle phase in
the sign of the source terms.

One may use the Reynolds decomposition and time-averaging
technique to derive the usual set of mass and momentum conser-
vation equations for the particle phases. When the mass conserva-
tion equation is taken into account, one may write the momentum
equations of the particle phases in terms of the fluctuation corre-
lations. One may further simplify this set of equations by neglect-
ing the triple correlations, the second-order correlations in the
axial direction, and all the correlations pertaining to the fluctua-
tions of the particle mass concentration, which are of a lesser
order of magnitude according to the boundary layer theory. Thus,
one may write the governing equations of the dispersed particulate
phases as follows �13�

�

�x
��iusi +

�

�y
��ivsi = −

�

�y
���i�vsi� � �8�

�iusi

�usi

�x
+ ��ivsi + ��i�vsi� ��

�usi

�y

= −
�

�y
�i�usi�vsi� � + �i�CDi�

�i
�u − usi� � CMii�v − vsi�� �9�

�iusi

�vsi

�x
+ ��ivsi + ��i�vsi� ��

�vsi

�y

= −
�

�y
�i�vsi�

2� + �i�CDi�

�i
�v − vsi�

± �CMii + Fsi

sign� ��u − usi�
�y

�
� ��u − usi�

�y
� ��u − usi� ± g�1 −

�

�p
��
�10�

�iusi

��si

�x
+ ��ivsi + ��i�vsi� ��

��si

�y
= −

�

�y
�i�vsi��si� � − �i

C�i�

�i
i

�11�

where � is the angular velocity of the fluid,

� =
1

2
rot V� k = � �v

�x
−

�u

�y
�

and the angular velocity slip between the particles and fluid is:
i=�si−�. The other closure equations for the source terms are
as follows �14�:

1. For the drag multiplier, we use the expression: CDi=1
+0.15 Resi

0.687;
2. For the characteristic time of the particles: �i

−1=18� /�pdi
2;

3. For the Reynolds number: Resi=di��u−usi�2+ �v−vsi�2 /�;
4. For the Magnus lift force and torque on the particles we used

the correlations for the lift and torque coefficients proposed
by Yamamoto et al. �15�

CMi =
3�Resi

�pRe�i
min�0.5,

Re�i

Resi
� ,

�12�
C�i = �C1

�Re�i + C2 + C3Re�i
2 �/�16��

where Rei=di
2 
i 
 /4� is the rotational Reynolds number

and the numerical constants C1, C2, C3 are tabulated by
Yamamoto et al. �15� for a range of Rei

; and
5. For the Saffman lift force

Fsi =
6.44�fsi�Resi,Rei

�

1

6
��pdi

��
��u − usi�

�r

where the coefficient fsi is obtained from Mei �16�
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fsi = 1 − 0.3314��i exp�− 0.1Resi� + 0.3314��i

for Resi � 40

and fsi = 0.054��iResi for Resi � 0

2.3 Boundary Conditions. The boundary conditions of the
gaseous phase at the upper and lower walls are simply the no-slip,
no-penetration conditions

y = 0 and y = h: u = k = v = 0 �13�
The boundary conditions of all the particulate phases at the

entrance of the channel may be written in terms of a lag coeffi-
cient, klag, which defines the velocity slip between the phases

at x = 0: usi = klagu, vsi = klagv, �si = klag�0.5 rot v��
�14a�

This lag coefficient klag is calculated from the terminal velocities
of the particles. The particle mass concentration is calculated from
the mass loading, which initially is assumed to be uniform across
the cross-section of the channel

at x = 0: �i = �kfriū/ūsi �14b�

where � is the ratio of the mass flux of the particles to the mass
flux of the fluid; ū and ūsi are the average velocities of the gas-
phase and particles over the cross section at x=0; and kfri is the
initial coefficient of the ith particle fraction: ��i=1,6kfri=1�.

The boundary conditions for the particles at the top and bottom
walls differ because of the asymmetry of the flow. For the falling
particles �i=1–3�, which do not collide with the top channel wall,
we have the following conditions at the top of the channel �y
=0�

at y = 0: usi = �i

�usi

�y
, �si = − �i

��si

�y
, vsi = 0 �14c�

while at the bottom of the channel the boundary conditions are
presented in a gradient form through an interparticle spacing pa-
rameter, �i �17�

at y = h: usi = − �i

�usi

�y
, �si = �i

��si

�y
, vsi = − �i

�vsi

�y

�14d�
The boundary conditions for the particle mass concentration at

both walls are the same. The particle mass concentration is deter-
mined by the normal velocity component of the particles using the
no-penetration condition

y = 0 and y = h: �ivsi = �Dicol + Diturb�
��i

�y
�14e�

The boundary conditions of the rebounding phases are linked to
the boundary conditions for the particles of the falling particle
phases. Then one may write the following expressions for the
rebounding particle fractions at the bottom wall

at y = h: usi = − �i

�usi

�y
, vsi = − �i

�vsi

�y
, �si = �i

��si

�y
,

�14f�
usi
i=4,6 � usi
i=1,3, vsi
i=4,6 � vsi
i=1,3 and �si
i=4,6 � �si
i=1,3

If the falling particles have positive transverse velocity at the
bottom wall, one may recalculate the linear and angular velocity
components according to Matsumoto and Saito �18�. The veloci-
ties thus obtained are as follows

if vsi � 0 �i = 1 – 3� at y = h

and if �usi +
di�si

2
� �

7

2
�0�1 + kn�vsi �i = 1 – 3�

�14g�

then 
usi� 
i=4,6 = ��usi − �d sgn�usi +
di�si

2
��1 + kn�vsi��

i=1,3


�si� 
i=4,6 = ���si − 5�d sgn�usi +
di�si

2
��1 + kn�

vsi

di
��

i=1,3

�14h�

if �usi +
di�si

2
� �

7

2
�0�1 + kn�vsi, �i = 1,3�


usi� 
i=4,6 = ��usi −
2

7
�usi −

di�i

2
���

i=1,3

�14i�


�si� 
i=4,6 = ���si −
10

7�i
�usi −

di�i

2
���

i=1,3

�14j�


vsi� 
i=4,6 = knvsi
i=1,3 �14k�

It must be noted that, throughout this paper, the particle-phase
fractions “4”, “5”, and “6” correspond to the particle-phase frac-
tions “1”, “2”, and “3.”

For the top boundary, if the rebounding particles do not collide
with the wall we have �i=4–6�

y = 0: usi = − �i

�usi

�y
, �si = �i

��si

�y
, vsi = 0 �14l�

If the particles collided with the top boundary, then we use the
boundary gradient-type conditions of Matsumoto and Saito �18� as
in Eqs. �14a�–�14e� by simply replacing the subscript that denotes
the particle fraction, e.g., i=4–6→ i=1–3 and i=1–3→ i=4–6,
respectively.

The boundary condition for the particle mass concentration at
both walls at the top and bottom walls are also the no-penetration
conditions and may be written as follows

y = 0 and y = h: �ivsi = �Dicol + Diturb�
��i

�y
�14m�

3 Model of Interparticle Collisions
We consider the hard-sphere collision model for the particles

�12� and use the translational and angular velocity change of
single collisions to derive analytical formulae for the stresses in
the particulate mixture. Thus, collision forces are considered in
the same way as the other forces acting upon the particles, such as
gravity, Magnus, and Saffman forces. The collisions are divided in
two categories: �a� collisions due to the average velocity differ-
ence between the several particle fractions; and �b� collisions due
to turbulent velocity fluctuations. In order to obtain closure equa-
tions for the particulate phases we also use a Boussinesq eddy-
viscosity model and the concept of pseudoviscosity coefficients
for the transport equations.

We distinguish two types of collisions: �a� collisions with slid-
ing friction that obey Coulomb’s friction law and where the tan-
gential and normal components of the collision force are related
by a friction coefficient f; and �b� collisions without sliding fric-

tion. Sliding friction collisions take place when: e� ·G� ji / 
G� ji
ct 


�2/7f�1+kpn�. The translational angular velocity changes for the
two types of collisions are as follows
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�a� v� i� − v� i = � ji�1 + kpn��e� − f����e� · G� ij� , v� j� − v� j = − �ij�1 + kpn��e� − f����e� · G� ij�

�� i� − �� i =
5� ji

�i
�1 + kpn��e� · G� ij��e� � ��� , �� j� − �� j =

5�ij

� j
�1 + kpn��e� · G� ij��e� � ���

�b� v� i� − v� i = � ji�1 + kpn��e� · G� ij�e� +
2

7

G� ij

ct
�� , v� i� − v� i = − �ij�1 + kpn��e� · G� ij�e� +
2

7

G� ij

ct
��

�� i� − �� i =
10� ji

7�i

G� ij

ct
�e� � ��� , �� j� − �� j = −
10� ji

7� j

G� ij

ct
�e� � ���

where e�, ��, are the normal and tangential unit vectors and G� ij, G� ij
ct

are the relative particle velocity and its tangential component be-
fore the collision, respectively. The parameters kpn, f , and � ji
=mj / �mi+mj� are the restitution and friction coefficients and the
ratio of the masses. For the derivation of the collision parameters
we use the three collision coordinates, �, �, �, and the procedure
that was described in detail in Kartushinsky and Michaelides
�6,13� and derive expressions for the velocity correlations of the
particulate phases, which are given succinctly in the following
subsections.

3.1 Velocity Correlations for Collisions With Sliding
Friction. The six velocity correlations in the case of collision with
sliding friction

��vsi� − vsi��usi� − usi��
�,x,� = � ji
2 a2�Vi + Vj�2	�0.5��A2� − �B2��sin 2�i

+ �AB�cos 2�i�Aij

− 0.5����A2� − �B2��sin 2�i

+ 2�AB�cos 2�i�Cij − ���A2�

− �B2��cos 2�i − 2�AB�sin 2�i�Bij�
�15a�

��vsi� − vsi�2�
�,x,� = � ji
2 a2�Vi + Vj�2	��A2�sin2 �i + �B2�cos2 �i

+ �AB�sin 2�i�Aij

+ 0.5����A2� − �B2��cos 2�i − 2�AB�sin 2�i�Cij

− ���A2� − �B2��sin 2�i + 2�AB�cos 2�i�Bij�
�15b�

��usi� − usi�2 + �vsi� − vsi�2�
�,x,� = � ji
2 a2�Vi + Vj�2��A2� + �B2��Aij

�15c�


��vsi� − vsi���si� − �si��
�,x,� = � ji
2 a25�Vi + Vj�2cos �i

�i
���AC�tg �i

+ �BC��Lij − ��AC� − �BC�tg �i�Mij�
�15d�


��usi� − usi���si� − �si��
�,x,� = � ji
2 a25�Vi + Vj�2cos �i

�i
���AC�

− �BC�tg �i�Lij + ��AC�tg �i

+ �BC��Mij� �15e�


���si� − �si�2�
�,x,� = � ji
2 a25�Vi + Vj�2�C�2

�i
2 Aij �15f�

The coefficients, �A�, �B�, �C� in Eqs. �15a�–�15f� are obtained
analytically and are given in Appendix A.

3.2 Velocity Correlations for Collisions Without Sliding
Friction. If the collisions occur without sliding friction, one is
able to obtain the following velocity correlations

��vsi� − vsi��usi� − vsi��
�,x,� = � ji
2 �Vi + Vj�2	g1Aij sin 2�i

− g1�Bij cos 2�i + Cij sin 2�i�

+ g2Rij�Dij cos 2�i − Fij sin 2�i�

+ g3Rij
2 �Gij sin 2�i − 0.5Qij sin 2�i

+ Hij cos 2�i� �16a�

��vsi� − vsi�2�
�,x,� = � ji
2 �Vi + Vj�2	�g4 + 2g1 sin2 �i�Aij

− g1�Bij sin 2�i − Cij sin 2�i� + g2Rij�Fij cos 2�i

+ Dij sin 2�i�

+ g3Rij
2 ��1 + cos2 �i�Qij − Gij cos 2�i

+ Hij sin 2�i� �16b�

��usi� − usi�2 + �vsi� − vsi�2�
�,x,� = �ij
2 �Vi + Vj�2�g8Aij + 3g3Rij

2 �
�16c�

��vsi� − vsi���si� − �si��
�,x,� =
� ji

2 �Vi + Vj�2

0.4di
cos �i	g5�Lij + Mij tg �i�

+ g6Rij�Nij tg �i − Oij� + g7Rij
2 �Pij

− Tij tg �i� , �16d�

��usi� − usi���si� − �si��
�,x,� =
� ji

2 �Vi + Vj�2

0.4�i
cos �i	g5�− Lij tg �i

+ Mij� + g6Rij�Nij + Oij tg �i�

− g7Rij
2 �Pij tg �i + Tij� �16e�

���si� − �si�2�
�,x,� = � ji
2 �Vi + Vj�2�Aij + 0.75Rij

2 �
1.4�i

2 �16f�

The parameters of the above are given by the following expres-
sions

Rij =
�idi + � jdj

Vi + Vj
, g1 = �a + b�2/8, g2 = 2b�2a + 3b�/15,

g3 = b2/16, g4 = �a − b�2/12, g5 = 4b�a − b�/15,

g6 = b�5a + 7b�/12, g7 = 4b2/15, g8 = �a2 + 2g1 + 16g3�/3

As in the previous case one is able to obtain an analytical form of
the coefficients, Aij to Tij, which are given in Appendix B.

In the vertical axisymmetric channel flow there is no contribu-
tion of collisions caused by the velocity differences in the average
motion of identical particle fractions. However, in the asymmetric
horizontal channel flow there is such an effect, due to the differ-
ence in the velocities of the average motion of identical particle
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fractions between falling and rebounding particle fractions. The
difference in the motion of identical falling and rebounding par-
ticles is one of main differences in the mathematical description
and modeling of particulate flows for vertical and horizontal chan-
nels and one of the major contributions of this study.

4 Application to an Eddy-Viscosity Model
The closure transport equations for a polydisperse solid mixture

are obtained according to the Boussinesq eddy-viscosity concept.
Their final form of these equations is

��usi� − usi��vsi� − vsi��
�,x,� = − �si
x �usi

�y
�17a�

��vsi� − vsi�2�
�,x,� = − 2�si
y �vsi

�y
+

2ksi

3
�17b�

ksi � ��usi� − usi�2 + �vsi� − vsi�2�
�,x,� �17c�

���si� − �si��vsi� − vsi��
�,x,� = − �si
� ��si

�y
�17d�

��i��vsi� − vsi��
�,x,� = − Dicol
��i

�y
�17e�

The last correlation comes from Fick’s law of diffusion and takes
into account any mass transfer due to interparticle collisions. The
coefficient Dicol may be called a pseudo-diffusivity coefficient.

The pseudo-viscosity coefficients, �si
x,y,�, which are thus intro-

duced in the corresponding linear and angular momentum equa-
tions of the dispersed phase, are obtained as the products of the
velocity correlations for all the velocity components and are cal-
culated by taking their averages over the collision coordinates
during the time of the collisions, tijcol

�si
x = �

j=1

6

��usi� − usi��vsi� − vsi��
�,x,�tijcol �18a�

�si
y = �

j=1

6

��vsi� − vsi�2�
�,x,�tijcol �18b�

�si
� = �

j=1

6

���si� − �si��vsi� − vsi��
�,x,�tijcol �18c�

Dicol = �
j=1

6

��usi� − usi�2 + �vsi� − vsi�2�
�,x,�tijcol �18d�

The collision time was given by Marble �19� and confirmed by
several other investigators

tijcol =
2�pdj

3

3�� j�di + dj�2
Vj − Vi

�19�

where � j is the volumetric concentration of the jth particle frac-
tion and the velocity difference between the colliding particles in
a polidisperse mixture is calculated from the integral


V� j − V� i
 �

�
0

�ij

d��
0

1

x dx�
0

2�

�Vi
2 + Vj

2 − 2ViVj cos � d�

��ij

�20�

For the calculation of the velocity differences, due to the fluctu-
ating velocity components of the colliding particles we use the
following conditions:

�ij � 2�, Vi � �usi�
2 + vsi�

2, and Vj � �usj�
2 + vsj�

2

�21a�

where usi� , vsi� and usj� , vsj� are the fluctuating velocity components
of the ith and the jth particle fractions, respectively. For the cal-
culation of the velocity differences due to the average velocity
components of the colliding particles we use the following condi-
tions:

tg �ij � ��vsj

usj
−

vsi

usi
���1 +

vsivsj

usiusj
�� ,

�21b�
Vi = �usi

2 + vsi
2 , and Vj = �usj

2 + vsj
2

4.1 Other Parameters in the Numerical Computations.
The factors affected by the particulate motion and taken into ac-
count in the present model’s computations are as follows:

4.1.1 Turbulence Intensity Parameters. A two-way coupling
model is used for the turbulence intensity. This model contains
one differential equation for the turbulence kinetic energy, k. We
use the model of Crowe and Gillandt �10�. Turbulence modulation
is described by the generation of additional turbulent energy by
the particles, which is proportional to the square of the average
slip between the phases, and by the turbulence attenuation de-
scribed by the sum of the correlations of the various particle-gas
velocity components

�
k=x,y

l=y,x

�usik� ul��
turb = �usi�u��
turb + �vsi�u��
turb + �usi�v��
turb + �vsi�v��
turb

�22a�

The dissipation rate is calculated in terms of the hybrid turbulence
length scale

Lhi = 2LT�/�LT + �� �22b�

The direct influence of the turbulence on the motion of the par-
ticles is manifested through the velocity fluctuations �usi�vsi� �turb,
�vsi�

2�turb, ��si�vsi� �turb�. Expressions for the fluid–particle and
particle–particle turbulent fluctuating velocity correlations were
obtained from Shraiber et al. �8�

�vsi�
2� =

�yy
0

�yy
0 + �yy

0 �v�2� +
��yx

0 �2

�yy
0 ��yy

0 + �xx
0 �

�u�2� +
2�yx

0

�yy
0 + �xy

0 �u�v��

�22c�

The parameters �yy
0 , �yx

0 are calculated from the response time of
the particles; �xx

0 and �xy
0 come in the expressions for the veloci-

ties correlation of the gas phase along the trajectories of the par-
ticles �8�. One may extend Eq. �22c� to the so-called turbophoretic
force, which is given as follows

Fturbph = − �
��i�vsi

2 �
�y

�22d�

The turbulent diffusion coefficient of the particles is given by
the following expression

Diturb =
Ct2LT

��2k

3
+ Ct3Vri�2�2k

3
��2k

3
+

Ct3Vri

2
��1 + ��yx

0

�yy
0 �2�

+
Ct3

2Vri
�vri

2 + uri
2��yx

0

�yy
0 �2�

+ 2�u�v����yx
0

�yy
0 ���2k

3
+

Vri

2
+

vri
2

2Vri
�� �22e�
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where the numerical values of the constants are obtained from the
turbulent kinetic energy equation

Ct2 = 0.3, Ct1 = 0.925, and Ct3 = 0.5

4.1.2 Particle–Particle Interactions. The effect of particle in-
teractions in the governing equations is given by the pseudovis-
cosity coefficients �si

x , �si
y , �si

�, and Dicol as well as by the stress
tensor components �usi�

2�col, �usi�vsi� �col, and ��si�vsi� �col. Again, while
considering the effect of collisions on the motion of the particle,
two collision mechanisms are taken into account: �a� the collisions
that are caused by the turbulent fluctuations of the carrier fluid;
and �b� the collisions that are caused by the differences in the
average velocity of the particle fractions. Therefore, these quanti-
ties may be though of as consisting of two parts, the average and
the fluctuating parts. Hence, their closure equations may be writ-
ten as follows:

�si
x = �si

xfluc + �si
xaver, �si

y = �si
yfluc + �si

yaver, �si
� = �si

�fluc + �si
�aver,

Dicol = Dicol
fluc + Dicol

aver, ksi = ksi
fluc + ksi

aver,
�23�

�usi�
2�col = �usi�

2�col
fluc + �usi�

2�col
aver, �usi�vsi� �col = �usi�vsi� �col

fluc + �usi�vsi� �col
aver,

��si�usi� �col = ��si�usi� �col
fluc + ��si�usi� �col

aver

4.1.3 Effect of the Concentration of Particles (Rarefaction and
Cluster Effects). Because the particle distribution across the hori-
zontal channel is nonuniform, we use the concept of the particle
mean free path, introduced by Louge et al. �20� to introduce cor-
rections for the inhomogeneities in the volume fractions of the
particles. Thus, the pseudiviscosity coefficients,�si

x,y,�, Dicol, and
the stress tensor components due to the collision, ksi, �usi�

2�col,
�usi�vsi� �col, ��si�usi� �col are multiplied by the factor f�=1/ �1+� /R�,
where � is the mean free path of the particles and R is the radius
of the pipe. The mean free path of the ith particle fraction is
calculated according to Chapman and Cowling �21�: �i
=�pdi /6��i. This factor is important when the concentration of
the particles is significantly low in the vicinity of the top wall and,
hence, a correction for the “rarefaction effect” might be needed. A
similar correction for the “clustering effect” at the bottom wall is
carried out automatically by using Eqs. �14e� and �14m� for the
settling boundary conditions of the linear and angular velocity
components of the particulate phases.

5 Numerical Method, Results, and Discussion
For the numerical simulation, a nonuniform grid has been ap-

plied according to a three-layer model that comprises the turbulent
core the buffer zone and the laminar sublayer. A finite difference
method has been used for the numerical solution of the governing
equations of the gas phase and the dispersed phases with a stan-
dard tridiagonal algorithm that operates with a six-point formula
and with an implicit upwind difference scheme �22�. The numeri-
cal scheme is a first-order scheme and a special procedure was
used to overcome the problem of the nonliner terms in the left-
hand side of the momentum equations in the axial direction of all
phases �23�. More details, a verification, and accuracy of the nu-
merical scheme may be found in Frishman et al. �24�. A grid
independence test was also performed for several values of the
grid parameters that were used. The results of this test are de-
picted in Table 1. All values in this table have been made dimen-
sionless by the quantity 1000H, that is the units are in thousandths
of the height H. It is observed that the values used for the grid
yield results that are within 1% of values obtained by significantly
smaller grid sizes, which is an indication of the validity of the grid
used. The various entries of Table 1 are as follows: �yc, �yb, and
�ys−l are the dimensions in the transverse direction and represent
the core region, the buffer zone, and viscous sublayer, respec-
tively; �x is the dimension used in the longitudinal direction; u�1�

is the gas velocity at the center of the channel; h /H=1; and us�1�
is the corresponding velocity of the solid particles at y /H=1.

Figure 1 shows the average longitudinal velocity profiles of the
gas, u, and of the solid phase, us, across the flow channel for an air
velocity of 6 m/s. The profiles are normalized by the mean flow
velocity, ū, and the experimental data are from Tsuji and
Morikawa �1�. It is observed that the numerical results show good
qualitative and quantitative agreement with the experimental data.
It is also evident that the inclusion of the collision mechanisms
improves significantly the predictions of the model. We believe
that the discrepancies between the experimental data and the pre-
dictions of the model are due to the three-dimensional effects
�pipe versus channel� and the difference in the coefficients of the
nonuniformity of the velocity profiles in flat channels and in
pipes: in channel the coefficient of nonuniformity is 1.13, while in
pipes it is 1.25.

Figure 2 shows the distributions of the gas-phase fluctuation
velocity components for average gas velocities equal to 6 m/s and
15 m/s. It may be observed that the small particles �d
=210 �m� result in an attenuation of the turbulence intensity in
the experimental data as well as the results of the model. This
reflects the well known phenomenon of turbulence modulation by
small particles. As with Fig. 1, there is good agreement between
the data and the results of the model.

The following set of figures show more detailed information of
the various parameters that comprise the model. The figures per-
tain to the case of the two average flow velocities ū=6 m/s and
ū=15 m/s and two mass loadings: the first is for a dilute flow,
with m=2.5 and the second is for an intermediate flow m=15.
Figure 3 depicts the profiles of particle mass concentration across
the entire channel flow for different mean flow velocities and
mass loadings. All six particle fractions that have been considered
in the model have been summed up in this figure. The growth of
particle mass concentration along the bottom wall reflects the im-
portance of settling in horizontal flows. Obviously, settling is
more pronounced for the low mean flow velocity.

Table 1 Grid independence results

�yc �yb �ys−l �x u�1� us�1�

Grid used 21.035 21.035 0.555 0.555 20.28 19.61
Test 1 14.725 4.07 0.594 0.594 20.59 19.41
Test 2 7.125 6.364 0.757 0.757 20.91 20.18
Test 3 40.159 12.021 0.925 0.925 19.99 19.29

Fig. 1 Longitudinal dimensionless velocity profiles of the gas
and solid phases across the horizontal pipe from the top „y /H
=0… to the bottom „h /H=2…: d=210 �m, m=2.5 kg/kg, ū
=15 m/s
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Figure 4 depicts the normalized profiles of the kinetic energy,
which is the result of the various collision processes modeled in
this work. The figure shows the result of the collisions that origi-
nated from the particle fluctuating motion as well as from the
average motion of the several particle fractions. It can be observed
that the accumulation of particles at the bottom wall contributes
significantly to the total kinetic energy. It is also observed that the
profiles of the two contributions to the kinetic energy, ks


fluc and
ks


aver are different both qualitatively and quantitatively. For ex-
ample, the contribution of the fluctuation part is higher on the top
wall than the bottom wall, while the contribution of the average
part is higher at the bottom part of the channel. Obviously, this is
due to the significant increase of particle concentration at the bot-
tom wall, which results in the decrease of the turbulent energy of
the carrier fluid. It is also apparent that the interactions and im-
pacts of the particles with the bottom wall results in significant
exchange of kinetic energy, which is manifested in the sharp rise
of the profiles of the collision kinetic energy associated with the
average motion of the particles, close to the bottom wall. The
calculations have shown that, when the flow velocities are rela-
tively low �ū�10 m/s� particle impacts and interactions with the

top wall are highly unlikely, because most particles travel close to
the bottom wall. However, if the flow velocity is significantly high
�ū�30 m/s� and the size of the particles relatively small �d=10–
60 �m�, then there is high probability that the particles will inter-
act with both the lower and the upper wall. In such cases, the
turbophoretic force is significant at both walls.

Figures 5 and 6 show profiles of the diffusion coefficients of the
particles caused by the collision processes. The decrease of the
diffusion coefficients of the particles towards the bottom wall in
Fig. 5 is due to the fluctuation collisions, D
col

fluc , as well as to their
turbulent motion D
turb. The latter is modulated by the general
decrease of turbulent energy of the carrier fluid in the vicinity of a
wall. The increase of the coefficient of the collision diffusion,
D
col

aver , in the vicinity of the bottom wall, shown in Fig. 6, results
from the intensive particle–bottom wall interactions and impacts.
This is more significant in the case of the higher flow velocity ū
=15 m/s. Since there is significantly lower concentration of par-
ticles at the upper wall, the coefficient of collision diffusion there
is much lower.

Figures 7 and 8 show the behavior of the gas–solid mixture at a
very high transport velocity, ū=50 m/s, where the Stokes number

Fig. 2 Dimensionless fluctuation velocity, d=210 �m, m=2.5, ū=15 m/s

Fig. 3 Profiles of particle mass concentrations across the
horizontal pipe, d=210 �m

Fig. 4 Profiles of collision kinetic energy due to particle fluc-
tuating motion „TNFLK… and average motion „TNAWK…, ū
=6 m/s and 15 m/s, m=2.5 and 15
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of all the particle fractions is very small. It is apparent that, at this
high transport velocity, the profiles of all quantities are almost
symmetric with the particle sizes of 32 �m and 44 �m and very
close to symmetric with the larger particles of 88 �m. Figure 7
shows the distribution of the turbulent energy across the entire
cross section of the pipe flow with practically symmetrical distri-
bution of the kinetic energy profiles in the case of smaller par-
ticles. It is evident that the profiles of turbulent kinetic energy are
very steep in the vicinity of both walls. This confirms the conjec-
ture that the turbophoretic force would be high in both the upper

and lower boundary, provided that the transport velocity is high
enough to move the particles to the upper part of the flow channel.
In this case, the flow profiles are almost symmetric. Figure 8
depicts the normalized profiles of the particle mass concentration.
As in the previous figure, these profiles are symmetric for the
small particles of 32 �m and 44 �m and almost symmetric for the
larger particles of d=88 �m.

Figures 9–11 show the effects of certain parameters that come
into the computations of particulate flows. The particles in all
these figures are polystyrene with diameter d=210 �m and den-
sity �p=1000 kg/m3. The mean flow velocity is equal to 5 m/s

Fig. 5 Profiles of the coefficient of diffusion of collision ki-
netic energy due to the average motion of particles „DSPAW…

Fig. 6 Profiles of coefficient of diffusion of collision kinetic
energy only due to the fluctuating motion of the particles
„DSPFL…

Fig. 7 Profiles of turbulent energy of along entire cross sec-
tion: d=32 �m, 44 �m, and 88 �m

Fig. 8 Profiles of particle mass concentration across the flow
channel for particles, ū=50 m/s

Fig. 9 The effect of the inclusion of the Magnus and Saffman
lift forces on the normalized longitudinal velocities of the car-
rier phase and the particles

Fig. 10 Normalized transverse velocity profiles of the gas and
particles with and without the lift forces
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and the mass loading m=2.5. The results have been obtained at a
distance x /H=200, which ensures that the flow has reached steady
state. Figure 9 shows the effect of the inclusion of Magnus and
Saffman forces in the computations of the longitudinal velocity,
which is shown normalized by the friction velocity of the gas v*.
It is observed that the effect of the two lift forces is less than 10%
in most of the flow domain, except in the vicinity of the walls,
where it becomes significant. Figure 10 shows the effect of the lift
forces on the normalized transverse velocity of the gas and the
particles. It is observed that the Saffman lift force has a more
significant �20%� influence on the transverse velocity profile. Fig-
ure 11 shows the effect of the inclusion of the lift forces on the
concentration of the particles. Again, it is observed that the effect
of the Saffman lift force is significant, especially in the lower part
of the flow domain.

6 Conclusions
A model for the transport of particles by gases in horizontal

channels and pipes has been developed from first principles, using
the mechanisms of interparticle collisions and established meth-
ods for the derivation of closure equations, such as the Boussineq
approximation. The closure of the transport equations for the
polydisperse particulate phase is based on the interparticle colli-
sion theory, assuming that each type of particles may be separated
into two phases: the particles that move toward the wall and those
that are rebounding from the wall. The results of the model show
all the expected trends that are met in a pneumatic conveying
mixture as well as very good qualitative and quantitative agree-
ment with available experimental data. Because the model is de-
veloped by taking into account the interparticle collisions, it may
be used for predictions at very high loadings �concentrated flows�
where other models may fail. The model is also capable of ac-
counting for the turbulence modulation caused by the particles.
Results on the effects of the lift forces on the parameters of the
model show that the Magnus lift causes little difference in the
results of the velocities and particle concentrations, while the ef-
fect of the Saffman lift is more significant �25�.
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Appendix A: Coefficients for Collisions with Sliding
Friction

We distinguish three cases for the translational velocities in this
type of collisions:

1. The translational velocity of colliding particles is much
smaller than the circumferential velocity, �ij��ij;

2. The translational and circumferential velocities are of the
same order of magnitude, �ij ��ij; and

3. The translational velocity is much larger than the particle
circumferential velocity, �ij��ij.

In the first case, where �ij��ij the following expressions are
obtained for the average coefficients
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In the second case, where �ij ��ij the average coefficients are
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Finally, in the third case, where �ij��ij we have
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Appendix B: Coefficients for Collisions Without Sliding
Friction

The analytical form of the coefficients of the velocity correla-
tion equations Aij through Tij in the collisions without friction, are
given analytically as follows

Aij = 1 −
kij

2

2
�1 +

sin �ij

�ij
� ,

Bij =
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2 sin2 0.5�ij

�ij
�1 −

Vj

Vi
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Vjkij

2

4Vi
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�ij
+
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2 �VjK

ij

3kij
2 �ijVi

−
2 sin �ij�̄�ij

Vj

3�ijVi

Fig. 11 Normalized profiles of particulate mass concentration
calculated with and without the lift forces. �0 is the particle
mass concentration at the flow axis „y /H=1….
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When the angle �ij is very small, that is, �ij�1, these coefficients
may be simplified considerably to yield the following expressions
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In the particular case of kij
2 �1 and � ji�1
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Numerical Investigation of
Liquid-Liquid Coaxial Flows
This paper presents numerical results of the interfacial dynamics of axisymmetric liquid-
liquid flows when the denser liquid is injected with a parabolic inlet velocity profile into
a coflowing lighter fluid. The flow dynamics are studied as a function of the individual
phase Reynolds numbers, viscosity ratio, velocity ratio, Bond number, and capillary
number. Unsteady, axisymmetric flows of two immiscible fluids have been studied using
commercial software, FLUENT® with the combination of volume of fluid (VOF) and con-
tinuous surface force (CSF) methods. The flows have been categorized as “flow-
accelerated regime (FAR) and “flow-decelerated regime” (FDR) based on acceleration/
deceleration of the injected fluid. The injected jet diameter decreases when the average
inlet velocity ratio is less than unity. The outer fluid velocity has a significant effect on the
shape and evolution of the jet as it progresses downstream. As the outer liquid flow rate
is increased, the intact jet length is stretched to longer lengths while the jet radius is
reduced due to interfacial stresses. The jet radius appears to increase with increasing
viscosity ratio and ratio of Bond and capillary numbers. The results of numerical simu-
lations using FLUENT agree well with experimental measurements and the far-field self-
similar solution. �DOI: 10.1115/1.2734223�

Keywords: VOF, CSF, interfacial flows, liquid-liquid flows, core-annular flows, self-
similar solution

1 Introduction
Immiscible multifluid flows have been the subject of engineer-

ing study for over a century. These flows occur in a wide variety
of industrial applications: dispersive flows �1�, liquid extraction
processes �2,3�, core annular flows �4�, and coextrusion flows �5�.
Liquids can be dispersed into droplets by injecting a liquid
through a nozzle or an orifice into another continuous liquid. The
injected liquid may drip or may form a long jet at the nozzle,
depending on the flow rate of the injected liquid relative to the
continuous liquid. If the injected liquid flow rates are small, the
liquid may drip continuously at the nozzle outlet. For higher in-
jected liquid flow rates, it forms a continuous jet at the end of the
nozzle. In other applications, liquid could be dispersed as tiny
droplets into another liquid to form an emulsion. Liquid extraction
is another widely used operation in which solutes dissolved in a
liquid solution are separated by contact with another immiscible
liquid. The polymer processing industry uses multilayer fluid
flows for coextrusion applications, where the products are re-
quired to manifest a steady interface to obtain superior mechanical
properties. Water-lubricated oil flows �core annular flows� are an-
other major application in this area in which the less viscous water
encapsulates the oil to reduce frictional losses.

The case of both fluids being in motion has been the subject of
only a few studies �6–9�. Previous numerical studies have not
investigated the interfacial dynamics of the liquid-liquid flows
when velocity ratio of the injected fluid to that of the continuous
phase is greater than unity. The case of heavier fluid being in-
jected into a lighter fluid describes an even more interesting com-
petition between buoyancy and viscous forces but has been the
subject of even fewer studies. The present work is related to a
numerical investigation of liquid-liquid systems when both the
fluids are moving with arbitrarily different velocities both in coun-
tergravity and cogravity flow conditions.

Rayleigh �10� was among the early researchers to have studied
drop formation by studying the breakup of viscous liquid jets in

air. Subsequently, Tyler �11� and Tomotika �12� assumed that dis-
turbance waves on liquid jet are responsible for jet breakup and
predicted that the resulting drops will be equal in volume to that
of a cylinder of radius equal to that of the jet and length equal to
the most unstable disturbance wave length.

Bogy �13�, Mansour and Lundgren �14�, Vassallo and Ashgriz
�15�, and Orme et al. �16� were among recent researchers to have
studied jet breakup, but primarily in the presence of no or station-
ary outer fluid. Meister and Sheele �17� studied drop formation in
liquid-liquid systems both below and above jetting conditions by
employing both theoretical and experimental approaches. They
performed experiments on 15 different liquid-liquid systems to
validate the theoretical expressions derived. They described the jet
behavior in the following manner: At low flow rates, the liquid
droplets are observed to form, grow, and break off at the nozzle
tip. When the injecting liquid velocity exceeds a certain critical
value, a stable laminar jet will be formed at the end of the nozzle
and eventually breaks up into droplets at a certain distance from
the nozzle tip. At still greater injection velocities, the jet becomes
turbulent and disintegrates into small droplets. If the injection
velocity is below a certain critical velocity, the drop formation
process was governed by the balance between the disruptive
buoyant force and the stabilizing surface tension force for up-
wardly injected lighter fluids. Above the critical injection velocity,
the drop size is governed by the jet stability.

Richards et al. �18�, Richards �19�, and Richards et al. �20� have
developed an Eulerian numerical method with the combination of
volume of fluid �VOF� �21� and continuous surface force �CSF�
�22� methods to simulate the fully transient drop formation from
startup to break off of the jet. In this simulation, they solved the
time-dependent axisymmetric equations of motion and continuity
with the appropriate boundary conditions. The interfacial surface
forces are incorporated as body forces per unit volume in the
Navier-Stokes equations rather than as boundary conditions. The
CSF formulation approximates the discontinuities as continuous
transitions, without increasing the overall error of approximation,
within which the fluid properties vary smoothly from one fluid to
the other over a distance of O�h�, where h is a computational grid
spacing. Richards et al. �20� successfully simulated the dynamics
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of drop formation of high Reynolds number ��400� liquid-liquid
systems before and after jetting, including quantitative predictions
of drop formation and velocity distribution with a relatively
simple numerical method. Zhang and Stone �23� have developed a
numerical method based on boundary layer integral method to
simulate the drop formation from low Reynolds number flows in a
capillary tube. They also considered ambient fluid effects on drop
formation and breakup. This model identified the insensitivity of
drop formation for low Reynolds number flows up to 0.1. Zhang
�6� further extended Richard et al.’s �20� numerical simulations to
include the complete process of drop formation, breakup, and am-
bient fluid motion. Cramer et al. �7� have studied the horizontal
liquid jet stability in laminar flow experimentally when a liquid jet
is injected into a cocurrent continuous liquid. Recently, Fischer et
al. �8� studied the capillary-driven breakup mechanism of liquid
jet when it is injected into a cocurrent flow by employing various
injection geometry profiles and observed that the geometry may
not affect the breakup mechanism for small changes to the nozzle
geometry.

Much of the prior work has focused either on drop formation in
single-fluid systems or on liquid-liquid systems with one of the
fluids being stationary. The present work describes the interfacial
dynamics of liquid-liquid vertical, coaxial low Reynolds number
flows where injected phase liquid is introduced in the central por-
tion of the annular continuous phase liquid with both fluids being
in motion. Work prescribed here has direct applications to emul-
sions among other fields. In forming emulsions, controlling the
drop size of injected fluid is important and it is directly propor-
tional to the fully developed radius of the laminar jet. The focus of
this work is to investigate the effect of velocity ratio, viscosity
ratio, Bond number, and capillary number on the interface evolu-
tion of the liquid phases and injected liquid phase jet radius at low
Reynolds numbers using FLUENT® �24�. The results from the nu-
merical simulations are also compared to the experiments mea-
surements of Kettering �9� and far-field self-similar solutions re-
sults.

2 Numerical Model and Governing Equations
The flow configuration investigated in the present work is

shown in Fig. 1. An immiscible liquid is injected vertically up-
ward through a circular nozzle into a moving continuous liquid in

a tube. The interfacial tension between the liquids is assumed to
be constant. Gravity is acting in the downward direction. Both
fluids enter the flow field with the fully developed velocity pro-
files, as shown in Fig. 1.

2.1 Numerical Model. The velocity field for immiscible
liquid-liquid flows is solved with FLUENT �24� using VOF/CSF
techniques to track the fluid interface. Other researchers including
Killion and Garimella �25�, Taha and Cui �26�, and Valencia et al.
�27� have also successfully employed this software for numerical
simulation of similar problems. VOF method provides a simple
and economical way to track free surfaces in complicated multi-
fluid flows with the help of a scalar volume fraction step function
�F�. In this method, a single momentum equation is used to solve
for the pressure and velocity distribution in a multifluid domain.
The interfacial surface position is specified by the value of volume
fraction function F. The volume fraction, F assumes values unity
and zero in the two fluids respectively. F varies smoothly from
zero to unity near the interface. The equation that governs the
distribution of volume fraction function F is

�F

�t
+ �V . ��F = 0 �1�

A geometry reconstruction scheme �24� is used in these simu-
lations to avoid diffusion at the interface. This scheme assumes
that the interface between the two fluids has a linear slope within
each cell, for the calculation of advection of fluid through the cell
faces. The first step in this reconstruction scheme involves the
calculation of the position of the linear interface relative to the
center of each partially filled cell, based on F and its derivatives in
the cell. The advected amount of fluid through each face is then
calculated using the computed linear interface representation and
information about the normal and tangential velocity distribution
on the face. Calculations of the volume fractions in each cell are
performed using the net fluxes.

2.2 Governing Equations. The flow is assumed to be axi-
symmetric, incompressible isothermal, and laminar. The viscosity
of the two phases and their relative interfacial tension is assumed
to be constant throughout the flow domain. The equations govern-
ing this flow are

� . V = 0 �2�

�
�V

�t
+ � � . �VV� = − �p + � . ����V� + ��V�T� + �g + �� � F

�3�
The last term in Eq. �3� is the surface tension acting on the

interface that is treated as a body force �22�. The liquid physical
properties viz., density and viscosity of the two fluids at the inter-
face are estimated by a weighted-averaged method

� = F�2 + �1 − F��1; � = F�2 + �1 − F��1 �4�

2.3 Boundary Conditions. The boundary conditions imposed
on the velocity field in polar coordinate system �r ,z� are as
follows:

At the inlet �z=0�, the injected phase and the continuous phase
flows are considered as the fully developed Poiseuille flows

V1�r,0,t� = 2
Q1

�Ri
2�1 − � r

Ri
�2� 0 � r � Ri �5�

Fig. 1 Flow geometry
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V2�r,0,t� = 2

Q2�1/�1 + �Ro/R2�2 −
1 − �Ro/R2�2

ln�R2/Ro� ��
��R2

2 − Ro
2�

�1 − � r

R2
�2

+
1 − �Ro/R2�2

ln�R2/Ro�
ln� r

R2
�� R0 � r � R2 �6�

where V1 and V2 are the axial velocities of injected and continu-
ous phases, respectively.

No slip and no penetration conditions are imposed at the inner
and outer walls of the nozzle and at the surface of the tube. At the
outlet �z=L�, the pressure is maintained constant.

2.4 Dimensionless Numbers. The lengths and velocities are
measured in units of tube radius R2 and average velocity of outer

fluid, V̄2. From a scaling analysis, it can be determined that the
primary dimensionless numbers that govern the flow physics are
the individual phase Reynolds numbers �Re�; the capillary number
�Ca�, which measures the influence of viscous forces relative to
the surface tension forces, the Bond number which evaluates the
influence of gravitational forces to the surface tension forces, the
velocity ratio �, and the viscosity ratio 	.

2.5 Numerical Scheme. The momentum equation is dis-
cretized with the “QUICK” scheme. The fluxes are calculated based
on weighted average of second-order upwind and central interpo-
lation of the variable. First-order implicit unsteady solver is em-
ployed to solve Eqs. �2�–�4� along with the appropriate boundary
conditions, including �5� and �6� in a segregated solver. Since the
flow in the present case is dominated by body forces rather than
pressure gradients, a body-forced weighted scheme with “pressure
implicit with splitting of operators” �PISO� algorithm is used for
pressure correction.

Implicit first-order numerical scheme is employed for time
stepping. Simulations were initiated with very small time steps
�	10−5 s� but time steps �as per FLUENTs recommendation� were
increased gradually for later times with no resultant spurious nu-
merical oscillations in the solution. FLUENT calculates the volume
of fluid �VOF� sub-time step internally based on the mesh resolu-
tion and fluxes in the interface cells. VOF sub-time step deter-
mines the minimum time to move the outer fluid out of an inter-
face cell. FLUENT recommends using a time step no more than
10–20 times larger than the VOF sub-time step for stable simula-
tions. The solution was assumed to have reached a steady state
when the root-mean-square �rms� error between the interface pro-
files for successive time steps was found to be �10−8.

The computational domain consisted of an injection nozzle of
dimensionless inner radius, Ri /R2=0.098 and dimensionless outer
radius, Ro /R2=0.126, where Ri is the nozzle inner radius, Ro is the
outer nozzle radius, and R2 is the tube radius. The dimensional
parameters of computational domain, Ri, Ro, and R2, are chosen to
match the experimental setup and data to make direct comparisons
of the results of the numerical simulations and experimental mea-
surements. Numerical simulations were performed at different
computational domain lengths L2 /R2 of 5.90, 7.87, and 15.74. It
has been shown that L2 /R2=7.87 is sufficient to reach the fully
developed conditions inside the flow domain even for the highest
Reynold numbers considered in the problem. Similarly, the di-
mensionless nozzle length, L1 /R2 was sufficiently long �equal to
0.15� to yield fully developed velocity conditions at the end of the
nozzle.

The computational grid used in the present simulations com-
prised of two regions. The injected liquid phase region including
the interface has a dimensionless mesh size of 0.0039, where as a
dimensionless mesh size of 0.0078 was used away from the inter-
face in the continuous liquid region. Grid independence was tested
at various dimensionless mesh sizes starting from 0.00197 to
0.0078. It was observed that the interface and fully developed
injected phase jet radii were identical for dimensionless mesh

sizes 0.00197 and 0.0039. The mesh size 0.0039 was considered
adequate for the current numerical simulations. The range of ve-
locity ratios � used in the numerical simulations for the flow-
accelerated regime �explained in Sec. 4� is 0.42–0.78 and for the
flow decelerated regime �also explained in Sec. 4� is 1.7–2.8. The
results of numerical simulations obtained at these values of veloc-
ity ratio are compared to the experimental results. The other di-
mensionless parameters viscosity ratio 	, Bond number �Bo�, and
capillary number �Ca� are also matched with the flow conditions
in the experiments. The domains of these parameters are expanded
over several orders of magnitude in these numerical simulations to
better understand their effects on the flow characteristics.

3 Self-Similar Solution
For perfect core annular flow �PCAF�, a self-similar analytical

solution exists for the description of the pressure and velocity
fields. A theoretical model based on this fully developed cocurrent
two phase flow predicts the velocity profiles of the two fluids 1
and 2 for the flow system shown in Fig. 1 as

V1�r,z� =
f − �1g

4�1
�R2 − r2� +

f − �2g

4�2
�R2

2 − R2�

−
R2��1 − �2�g

2�2
ln�R2

R
�, 0 
 r 
 R �8�

V2�r,z� =
f − �2g

4�2
�R2

2 − r2� +
R2��1 − �2�g

2�2
ln� r

R2
�, R 
 r 
 R2

�9�

where f is the axial pressure gradient in each phase and is as-
sumed to be equal in both phases. f is calculated from each phase
of the fluid using volumetric flow rate expressions and set equal.
The resulting equation for jet radius in terms of flow rate ratio �,
viscosity ratio, Bond number, and capillary number is presented
below.

�Bo

Ca 

b3�1 − b�

4	
+ b2�1 − b�2�1

2
+

ln�b�
4

−
1

8	
�

+ �2b3� ln�b�� b

8	
+

1 − b

4
� � +

b2

	
+ 2b�1

− b� − ��1 − b�2 = 0 �10�
The above nonlinear equation is numerically solved to obtain

solutions of b �	 fully developed jet radius� using a bisection
algorithm for a given set of nondimensional parameters viz., Bo,
Ca, �, and 	. This analysis is referred to as fully developed �FD�
theory or self-similar solution. Equation �10� predicted one to
three solutions may exist for injected jet radius for a range of
Bond number �Bo�, capillary number �Ca�, flow ratio �, and vis-
cosity ratio 	. The injected jet radius solutions are plotted in terms
of liquid phases flow ratio and observed to follow a three-
branched solution. The details of the three-branched solutions are
not presented here because the parameters considered in this work
resulted in a single solution.

4 Results and Discussion
Injected phase and continuous phase liquids are being intro-

duced through the nozzle and annulus portion of the tube, respec-
tively, at different average velocities. Since the velocities are not
equal immediately downstream of the nozzle, a nonequilibrium
condition between the liquid phases causes momentum exchange
between them. If the injected phase velocity during this nonequi-
librium stage is higher relative to the continuous phase velocity,
then the injected liquid phase will lose a part of its momentum to
the continuous liquid phase to reach an equilibrium stage. During
this process, the injected liquid phase will decelerate and its di-
ameter will increase. Otherwise, the injected phase will accelerate
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and its diameter will decrease. Once the fully developed flow is
reached, the injected fluid jet reaches the asymptotic fully devel-
oped jet radius. It was observed that when the ratio of the inner
and outer liquid average velocities in a cocurrent flow, called slip
ratio, is less than unity, then the injected liquid jet radius de-
creases from the injected port radius and is referred to as “flow-
accelerated regime” �FAR�. If slip ratio is greater than unity, the
injected liquid jet radius is found to increase from the nozzle
radius, herein referred to as “flow-decelerated regime” �FDR�.
The above definition of slip ratio is valid for large viscosity ratios
and Bond numbers �	�10 and Bo�15�. Therefore, it was ob-
served that the injected liquid radius may either increase or de-
crease based on the inlet conditions.

Fully developed state of the flow was identified by the axial
invariance of the velocity profiles. The axial and radial velocity
profiles of FAR case at different dimensionless axial distances are
shown in Figs. 2 and 3. The axial location where the two fluids
begin to exchange momentum is treated as zero axial position.

Downstream of the nozzle, the two fluids exchange momentum
and radial velocity tends to zero while axial velocity reaches a
maximum and constant value as the distance from the nozzle in-
creases. Development length, the axial length where fully devel-
oped flow conditions �reaching constant and maximum axial ve-
locity� are obtained, is measured from the zero axial position. In
Fig. 2, axial velocity profiles are plotted in terms of dimensionless
axial velocity �the ratio of the axial velocity and the theoretical
fully developed centerline axial velocity� at various axial loca-
tions. Figure 3 presents radial velocity profiles in terms of dimen-
sionless radial velocity �the ratio of the radial velocity and the
theoretical fully developed centerline axial velocity� at various
axial locations. With the mesh configuration �dimensionless mesh
size=0.0039� used in the present work, discontinuities are ob-
served in the radial velocity profiles at the liquid-liquid interface
region when viscosity ratio is high, 	=21. As the mesh is further
refined to 0.00049 in the interfacial region, discontinuities in the
radial velocity profiles across the interface region disappeared.
Although, the accuracy of radial velocity is sensitive to the mesh
size used in the simulations, the effect of very fine mesh on inter-
face location and axial velocity profiles was found to be negli-
gible. The interface position with the very fine mesh in the inter-
facial region change the values of competed velocities �1% when
compared to the result obtained using the coarse mesh results.
Hence, the radial velocity profiles shown in Fig. 3 are obtained
with the very fine mesh configuration �dimensionless mesh size
equal to 0.00049� in the interfacial region. Since the computa-
tional time with very fine mesh is much larger, numerical simula-
tions for other parameter cases were carried out with the coarse
mesh configuration of 0.0039 in the interfacial region. It can be
seen from Figs. 2 and 3 that approximately at an axial location
z /R2 of 3.8 the flow has reached fully developed conditions, i.e.,
the radial velocity is vanished and the axial velocity has become
independent of z. Similarly, fully developed conditions were
reached for all other cases approximately at an axial location z /R2
of 3.8.

The fully developed jet radius predicted by numerical simula-
tions was compared to the results of Kettering �9�’s experiments in
which poly ethylene glycol �PEG� was injected through a nozzle
into flowing Canola oil. The properties of fluids used in the ex-
periments are shown in Table 1. The experiments were recorded
with a video camera �Sony DCR-TRV250, Digital 8� at various
flow rates. Image-analysis software is used to extract the informa-
tion of the fully developed radius and the interfacial profiles from
video frames. More detailed descriptions of the experimental
setup and experimental methods are given in Kettering �9�. Nu-
merical simulation results and fully developed theory results were
compared to the experimental results, as shown in Table 2 for
some representative values of � and Ca at 	=21 and Bo=15. It
was observed that the deviation in the fully developed radius be-
tween Kettering �9� measurements and our predictions by numeri-
cal simulation is typically �8%. The results predicted by the simi-
larity solution also agree well with the experimental results within
	7%. A comparison of the PEG/canola oil interface measured by
experiments and predicted by numerical simulation is shown in
Fig. 4. The interface profile predicted by numerical simulations
agrees well with the results obtained by the experimental mea-
surements except near the nozzle outlet where the injected fluid jet

Fig. 2 Steady-state dimensionless axial velocity profile for dif-
ferent values of � at �=21, Re1=0.3, Re2=13, and Bo/Ca�91

Fig. 3 Steady-state dimensionless radial velocity profile for
different values of � at �=21, Re1=0.3, Re2=13, and Bo/Ca�91

Table 1 Properties of fluids

Fluid Properties PEG solution Canola oil

�, Density �kg/m3� 1070 900
�, Viscosity �Pa s� @ 21°C 1.086 0.0515
�, Interfacial surface
Tension of PEG and canola
oil �N/m�

0.0177
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diameter increases rapidly. This increase could result from the fact
that the contact angle between the inner fluid and the nozzle inner
wall in numerical simulations was taken to be 90 deg �default
value� even though its value is �90 deg as observed in the ex-
periments. The actual value of the contact angle is not used in the
numerical simulations since it is not easily determinable from the
measurements. As a result, the inner fluid is not pinned properly at
the three-phase-contact point �the point where nozzle inner wall,
the inner fluid, outer fluid will meet� in the numerical simulations,
resulting in spurious fluid swell immediately downstream of the
nozzle. It can be seen from Fig. 4 that the numerical solution is
also able to accurately capture the interface evolution in the de-
veloping region.

4.1 Effect of Velocity Ratio on Interface and Fully Devel-
oped Jet Radius. For a given viscosity ratio, Bond and capillary
numbers, and continuous-phase fluid velocity, the effect of veloc-
ity ratio on the characteristics of the flow is the same as the effect
of Re1. Steady-state interface profiles for the FAR case �for 	
=21, Re2=13, Bo/Ca=91� and for the FDR case �for 	=21,
Re2=18, Bo/Ca=66� for various values of �, obtained using nu-
merical simulations are shown in Fig. 5. The fully developed radii
of injected fluid jet are compared with fully developed or self-
similar solution results and experimentally measured values in
Fig. 6. It is observed that the cases that have slip ratio less than
unity are “FAR” flows where as slip ratio above unity yield FDR
flows. Since the density of liquid is constant, an increase in ve-
locity ratio, i.e., an increase in the injected fluid velocity must

increase the fully developed jet radius since the mass flow rate of
each phase has to be constant. It is clearly seen from Figs. 5 and
6, that the fully developed jet radius increases as the velocity ratio
is increased. It is also observed from simulations that the devel-
opment length increases slightly with increase in velocity ratio
�see Fig. 6�. The reason for change in development length being
very small is because both the magnitude and change of injected
phase Reynolds number with velocity ratio are small compared to
the fixed continuous phase fluid’s Reynold number.

4.2 Effect of Viscosity Ratio on Fully Developed Jet
Radius. Numerical simulations were performed for the FAR case
�for �=0.42, Re2=13, Bo/Ca=91� and for the FDR case �for �
=1.77, Re2=18, Bo/Ca=66� at different viscosity ratios of 0.1, 1,

Table 2 Comparison of numerical simulation and similarity
theory results to experiments at �=21, Bo=15

� Ca
Experimental

R /R2

FLUENT

R /R2

FD theory
R /R2

0.42 0.17 0.048 0.048 0.048
0.89 0.14 0.073 0.078 0.076
0.90 0.12 0.080 0.082 0.081
1.70 0.17 0.106 0.109 0.113
1.77 0.23 0.109 0.108 0.106
2.82 0.23 0.151 0.142 0.144

Fig. 4 Comparison of interfacial profiles predicted by numeri-
cal simulations to experimental measurements „for cases: �
=0.42, Re1=0.3, Re2=13, �=21, Bo/Ca�91; and �=1.77, Re1
=1.8, Re2=18, Bo/Ca�66…

Fig. 5 Steady-state dimensionless interface profile for differ-
ent values of � for FAR case parameters „�<1…: �=21, Re2=13,
Bo/Ca�91; and FDR case parameters „�>1…: �=21, Re2=18,
Bo/Ca�66

Fig. 6 Fully developed dimensionless radius as a function of �
for FAR case parameters: �=21, Re2=13, Bo/Ca�91; and FDR
case parameters: �=21, Re2=18, Bo/Ca�66
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10, and 21. In these simulations, the viscosity ratio is decreased
from 21 to 0.1 by decreasing the injected phase liquid viscosity.
The results of these simulations are shown in Fig. 7 in terms of the
steady-state interface profiles. Figure 8 presents the fully devel-
oped jet radii for similar conditions. As the viscosity ratio de-
creases, i.e., the decrease of injected phase liquid viscosity, the
fully developed jet radius is decreased due to the decreased vis-
cous shear resistance between the liquids. For the FDR flow re-
gime, if viscosity ratio decreases below 10.5, the injected phase
liquid jet will be accelerated causing the value of slip ratio tends
to go below unity, resulting in the FAR flow regime. The same
trend can also be observed from the results predicted by the self-
similar solution. Fully developed jet radius results obtained with
numerical simulations are in very good agreement with the results
predicted by similarity solution. Moreover, the development
length is hardly influenced by the variation of viscosity ratio. The
development length is mostly determined by the highest Re in this

flow and as Re2 is fixed while the viscosity ratio is varied, the
development length changes only slightly as the viscosity ratio
changes.

4.3 Effect of Ratio of Bond Number and Capillary Num-
ber on Fully Developed Interface. Numerical simulations were
also performed for Bo/Ca ranging from −91 to 91 for FAR and
from −66 to 66 for FDR cases. The flow parameters are fixed as
�=0.42, 	=21, Re2=13 for the FAR case and �=1.77, 	=21,
Re2=18 for the FDR case. Bo/Ca variation is performed by
changing the gravity value from −9.8 to 9.8. As Bo/Ca increases,
the injected phase liquid jet will be decelerated due to additional
gravitational buoyant deceleration and, correspondingly, the fully
developed jet radius will increase. Simulation results of steady-
state interface profile and fully developed radii of such cases are
shown in Figs. 9 and 10. For the FDR flow regime, if Bo/Ca
�66, the injected liquid jet will be accelerated causing the value
of slip ratio to be decreased below unity, resulting in the FAR flow
regime. Both the numerical simulations and similarity theory pre-
dict that the fully developed jet radius will increases as Bo/Ca
increases while the development length remains nearly un-
changed, as shown in Fig. 10.

5 Conclusions
Interfacial dynamics of axisymmetric liquid-liquid flows are

studied here using numerical simulation and self-similar theory.
The results predicted by both numerical simulations and self-
similar solution agree well with the experimental results obtained
by Kettering �9�. The maximum deviations in the fully developed
jet radius predicted by numerical simulation and self-similar solu-
tion compared to experimentally measured values are 8% and 7%,
respectively. Our conclusions are as follows:

1. The fully developed jet radius of the injected fluid increases
with increasing inlet average velocity ratio.

2. For large viscosity ratio, the injected jet radius is increased
when the inlet average velocity ratio is greater than unity
and decreases when the ratio is less than unity.

3. Increases in Bo/Ca and viscosity ratio increase the fully de-
veloped jet radius.

4. The increase in development length with velocity and vis-

Fig. 7 Steady-state dimensionless interface profile for various
values of � for FAR case parameters: �=0.42, Re2=13, Bo/Ca
�91; and FDR case parameters: �=1.77, Re2=18, Bo/Ca�66

Fig. 8 Fully developed dimensionless radius as a function of
� for FAR case parameters: �=0.42, Re2=13, Bo/Ca�91; and
FDR case parameters: �=1.77, Re2=18, Bo/Ca�66

Fig. 9 Steady-state dimensionless interface as a function of
Bo/Ca for FAR case parameters: �=0.42, Re1=0.3, Re2=13, �
=21; and FDR case parameters: �=1.77, Re1=1.8, Re2=18, �
=21
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cosity ratios is very small because the Reynolds number of
injected phase fluid is small compared to the continuous
phase fluid’s Reynolds number.

5. The development length is primarily influenced by the larg-
est of the individual phase Reynolds numbers. For a fixed set
of Reynolds numbers, the development length remains
nearly the same as Bo/Ca is varied.

Nomenclature
b � ratio of squares of fully developed radius and

tube radius, R2 /R2
2

Bo � Bond number, ���2−�1�gR2
2� /�

Ca � capillary number, �2V̄2 /�
f � pressure gradient in axial direction, Pa/m

F � volume fraction function
g � acceleration due to gravity, ms−2

h � order of grid size, m
L1 � length of nozzle, m
L2 � length of tube, m
p � pressure, Pa

Qi � flow rate of fluid phase i, m3/s; i=1, 2 for
injected and continuous phases, respectively

r � radial coordinate direction
R � fully developed radius of the injected fluid, m

R2 � tube radius, m
Ri � nozzle inner radius, m
Ro � nozzle outer radius, m

Rei � Reynolds number, �iV̄iR2 /�i, i=1,2 for in-
jected and continuous phases, respectively

t � time, s
Vaxial � axial velocity, m/s

V̄1 � average velocity of injected phase, m/s,
Q1 /�Ri

2

V̄2 � average velocity of continuous phase, m/s,
Q2 /�R2

2 �here, Ro /R21�
Vi � velocity of fluid phase i, m/s; i=1, 2 for in-

jected and continuous phases, respectively
VFD � theoretical fully developed velocity, m/s

Vrad � radial velocity, m/s
V � velocity vector
z � axial coordinate direction
� � ratio of injected and continuous phase inlet

average velocities, V̄1 / V̄2
	 � ratio of injected phase to continuous phase

fluid viscosities, �1 /�2
� � ratio of injected and continuous phase fluid

flow rates, Q1 /Q2
� � curvature, m−1

� � weighted average viscosity in the interface re-
gion, Pa s

�i � viscosity of fluid phase i, Pa s, i=1, 2 for in-
jected and continuous phases respectively

�i � density of fluid phase i, kg/m3; i=1, 2 for in-
jected and continuous phases respectively

� � weighted average density in the interface re-
gion; kg/m3

� � surface tension, N/m
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A Numerical Tool for
the Design/Analysis of
Dual-Cavitating Propellers
The motivation of this work is to develop a numerical tool to explore a new propeller
design with dual-cavitating characteristics, i.e., one that is capable of operating effi-
ciently at low speeds in subcavitating (fully wetted) mode and at high speeds in the
supercavitating mode. To compute the hydrodynamic performance, a three-dimensional
(3D) potential-based boundary element method (BEM) is presented. The BEM is able to
predict complex cavitation patterns and blade forces on fully submerged and partially
submerged propellers in subcavitating, partially cavitating, fully cavitating, and venti-
lated conditions. To study the hydroelastic characteristic of potential designs, the 3D
BEM is coupled with a 3D finite element method (FEM) to compute the blade stresses,
deflections, and dynamic characteristics. An overview of the formulation for both the
BEM and FEM is presented. The numerical predictions are compared to experimental
measurements for the well-known Newton Rader (NR) three-bladed propeller series with
varying pitch and blade area ratios. Comparison of the performance of the Newton Rader
blade section to conventional blade sections is presented. �DOI: 10.1115/1.2734224�
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1 Introduction
Conventional subcavitating propellers are designed for fully

submerged operations in a regime absent of cavitation for good
performance. With recent advances in computational capability
and improvements in propeller design procedures, conventional
propellers have been successfully designed to operate up to a
speed of 36 knots on a small patrol craft with minor thrust break-
down due to blade cavitation �1�. In general, conventional propel-
lers start to experience severe blade surface cavitation at speeds at
or above 32–35 knots �2,3�. Excess cavitation causes noise, ero-
sion, and performance decay due to thrust breakdown.

One method to overcome the blade surface cavitation erosion
problem and serious performance decay for high-speed applica-
tion is the use of fully submerged supercavitating/superventilated
propellers �SCPs� �4,5� or partially submerged surface-piercing
propellers �SPPs� �6–10�, where the cavities terminate behind the
blade trailing edge. Typically, the leading edge of this type of
high-performance propeller is sharp and thin. Experiments show
good efficiency at the high design speeds but with noticeable de-
graded performance at low speeds in off-design conditions due to
large form drag �11�. A large prime mover is often needed for
supercavitating or ventilated propellers to overcome the hump
drag. Moreover, a high-speed navy ship is often required to oper-
ate substantial amount of its life-cycle time in speeds below 25
knots. Thus, the propeller for high-speed ship application is likely
to require a multispeed design to achieve high-speed operation
and adequate range of operation for mission requirement.

Supercavitating propellers have been extensively investigated
for high-speed applications in the 1970s and 1980s �4,5,12�. Tu-
lin’s two-term camber sections were typically used in these pro-
pellers �12,13�. For a single-speed design, Tulin’s two-term cam-
ber can be selected to match the design lift coefficient to achieve
good lift to drag ratio and propeller efficiency. For multispeed

design, low cambers are required to match both lift coefficients at
high speeds and low speeds if Tulin’s two term sections are used.
Limited calculations show that sections with S-shaped camber
with unloaded leading edge and heavy loaded trailing edge pro-
duce much favorable hydrodynamic performance at both high and
low speeds.

2 Dual-Cavitating Propellers
The motivation of this work is to explore a new propeller de-

sign with dual-cavitating characteristics that is capable of operat-
ing efficiently at low speeds and midspeeds with blade surfaces in
subcavitating mode, and at highspeeds with blade surfaces in the
supercavitating mode.

The proposed design, shown in Fig. 1, has a rounded leading
edge and tapered trailing edge to streamline the blade section to
produce efficient, low drag, and high lift in low-speed to midspeed
ranges. The lower surface is shaped to produce the required lift
and minimum viscous drag during high-speed operations. The de-
sign concept is based on a new hydrofoil section termed “dual-
cavitating hydrofoil,” developed by Shen �14�, which was suc-
cessfully evaluated experimentally with a dual-cavitating “TAP 2
strut/foil system” �15�, shown in Fig. 2. The lift-to-drag ratio of
the strut/foil system was 13 at 35 knots �takeoff, depth/chord
�3.0�, 18 at 45 knots �cruise, depth/chord�1.0�, and 7.6 at 80
knots �depth/chord�3.0�.

The goal of this work is to extend the dual-cavitating hydrofoil
concept for the design of dual-cavitating propellers. The immedi-
ate objective is to develop and validate a numerical tool to predict
the hydrodynamic and hydroelastic response of propellers in sub-
cavitating, partially cavitating, and supercavitating conditions.
Later, the numerical tool will be used for the systematic design/
optimization of dual-cavitating propellers.

3 Hydrodynamic Analysis
To model the hydrodynamics of dual cavitating propellers, a

three-dimensional �3D� potential-based boundary element method
�BEM�, PROPCAV, is applied. The method was first developed for
the analysis of fully wetted marine propellers in steady flow by
�16,17� and unsteady flow by �18,19�. It was then extended for the
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analysis of flow around two-dimensional �2D� partially cavitating
and supercavitating hydrofoils �20�, 3D partially cavitating hydro-
foils �21�, and 3D unsteady flow around cavitating propellers �22�.
Later, the method was modified to search for midchord cavitation
on either the back or the face of propeller blades �23�. Recently,
the method has been further extended to predict simultaneous face
and back cavitation on conventional fully submerged propellers
�24�, supercavitating propellers �25,26�, surface-piercing propel-
lers �25,27–29�, and rudders �30� subjected to spatially varying
inflow.

For a rigid propeller rotating at a constant angular velocity �
and subject to a general effective inflow wake q�E, as shown in Fig.
3, the inflow velocity �q� in� in rotating blade-fixed coordinates �x�
= �x ,y ,z�� can be expressed as

q� in�x�,t� = q�E�x,r,�B − �t� − �� · x� �1�

where r=�y2+z2, �B=arctan�z /y�, and �� = �−� ,0 ,0�T. It should
be noted that q�E is defined in ship-fixed coordinates �xs ,ys ,zs� and
is assumed to be the effective wake, i.e., it includes the interaction
between the vorticity in the inflow and the propeller �31,32�. The
resulting flow is assumed to be incompressible and inviscid. The
problem is solved with respect to the rotating blade-fixed coordi-
nates system.

The total velocity q� can be expressed in terms of q� in and the
perturbation potential �

q��x�,t� = q� in�x�,t� + �� ��x�,t� �2�

The perturbation potential � satisfies the Laplace’s equation in the
fluid domain �i.e., �2�=0� and, thus, can be determined via
Green’s third identity

2��p�t� =�
SBD�t�

��q�t�
�G�p;q�
�nq�t�

− G�p;q�
��q�t�
�nq�t� �dS

+�
SW�t�

��w�rq,�q,t�
�G�p;q�
�nq�t�

dS �3�

where SBD=SB�t��SC�t��SH�t�. SB, SC, and SH represent the
wetted blade, cavitating, and hub surfaces. The subscript q corre-
sponds to the variable point in the integration. G�p ;q�
=1/R�p ;q� is the Green’s function with R�p ;q� being the distance
between points p and q. n�q is the unit vector normal to the inte-
gration surface, pointing into the fluid domain. �� is the potential
jump across the wake surface, SW�t�.

3.1 Boundary Conditions. Kinematic Boundary Condi-
tion. The flow is tangent to the blade and cavity surfaces

��

�n
= − q� in�x�,t� · n� �4�

Dynamic Boundary Condition. The pressure everywhere on
the cavity surface is constant and equal to the prescribed pressure
�pc�, i.e., pc= pv �vapor pressure� for vapor-filled cavities, and pc

= patm �atmospheric pressure� for ventilated cavities. It can be
shown that this is equivalent to prescribing the known values of �
by integrating the following expression �22�:

��

�s
= − q� in · s� + Vv cos �

+ sin � 	�n2D2
n + 	q�E	2 + �2r2 − 2gys − 2
��

�t
− Vv

2

�5�

where Vv
 ��� �v +q� in ·v�; s� and v� are the local unit vectors in the
chordwise and spanwise directions, respectively, � is the angle
between s� and v� . 
n
�po− pc� / �0.5�n2D2� is the cavitation num-
ber based on the propeller rotational frequency in revolutions per
second �rps�, n. � is the fluid density, and r=�y2+z2 is the dis-
tance from the axis of rotation. po is the pressure far upstream on
the shaft axis, g is the acceleration of gravity, and ys is the vertical

Fig. 1 Comparison of classical SCP/SPP blade section and the
proposed dual-cavitating blade section

Fig. 2 TAP 2 strut/foil system shown in †15‡

Fig. 3 Propeller-fixed „x ,y ,z… and ship-fixed „xs ,ys ,zs… coordi-
nate systems „from †26‡…
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ship fixed coordinate, shown in Fig. 3. n=� /2� and D are the
propeller rotational frequency and diameter, respectively.

Kutta Condition. The velocity at the blade trailing edge is
finite.

Cavity Closure Condition. The cavity thickness at the end of
partial or super cavities should equal zero.

3.2 Solution Algorithm. The unsteady cavity surface is de-
termined in the framework of a moving mixed boundary value
problem. For a given cavitation number, the extent and thickness
of the cavity surface is determined in an iterative manner at each
time step until all the boundary conditions are satisfied. The cavity
detachment location is also determined iteratively by satisfying
the Villat-Brillouin smooth detachment condition.

For cross sections with nonzero trailing-edge thickness, the
method is able to predict the extent and thickness of the separated
regions by assuming the base pressure �i.e., pressure behind the
blade trailing edge� to be constant and equal to the prescribed
cavity pressure.

For partially submerged surface-piercing propellers, the effect
of the free surface is modeled using the “negative image” method,
and the ventilated cavities are assumed to vent to the free surface.
The detachments of the ventilated cavities are searched for itera-
tively using a modified smooth detachment condition.

Details of the formulation, implementation, and extensive nu-
merical and experimental validation studies of the hydrodynamic
model can be found in �22,24,26–30,33�.

4 Hydroelastic Analysis
To study the hydroelastic characteristic of potential designs, the

3D BEM is coupled with a 3D finite element method �FEM� to
compute the blade stresses, deflections, and dynamic characteris-
tics. The hydroelastic coupling follows the linear-field decompo-
sition scheme presented in �34�. The perturbation velocity poten-
tial is decomposed into two parts. One part corresponding to rigid
blades rotating in non-axisymmetric wake and the other part cor-
responding to vibrating blades in uniform wake.

By applying linear decomposition of the perturbation potential,
it can be shown that the total hydrodynamic pressure p can be
decomposed into two parts: p= pr+ pv, where pr is the hydrody-
namic pressure due to rigid blades rotating in non-axisymmetric
wake, and pv is the fluctuating pressure due to vibrating blades in
a uniform wake.

At the fluid�BEM�-solid�FEM� interface, the velocity �q�� com-
patibility and the pressure �p� equilibrium conditions are applied:
q�BEM·n� =q�FEM·n� and pBEM= pFEM. The total hydrodynamic pres-
sure from the BEM are expressed in terms of equivalent FEM
nodal forces, which can be decomposed into two parts: �FT�t��
= �F�t��+ �f�t��. The first part, �F�t��=�N�T�pr�t��dS, represents
the equivalent nodal force due to rigid blades rotating in nonuni-
form wake. �N� is the displacement interpolation matrix. The sec-
ond part, �f�t��, represents the equivalent nodal force due to elastic
blade deformations, which can be expressed in the form of added
mass ��Mh�� and hydrodynamic damping ��Dh�� �35,36�:

�f�t�� =� �N�T�pv�t��dS = − �Mh��ü�t�� − �Dh��u̇�t�� �6�

where �N� is the displacement interpolation matrix and �ü�t��,
�u̇�t��, and �u�t�� are the nodal acceleration, velocity, and displace-
ment vectors, respectively, of the solid surface.

The perturbation potential due to elastic blade deformations
must satisfy the Laplace equation and, hence, can also be solved
using a 3D potential-based BEM. It can be shown that the added
mass and hydrodynamic damping matrices can be computed as
follows �35,36�:

�Mh� = �� �N�T�C��T�dS and �Dh� = �� �N�T�QD��C��T�dS

�7�

where �C�= �A�−1�B� and �QD�=q� ·�� . �A� and �B� are the induced
potential matrices due to unit strength dipoles and sources, respec-
tively, and are taken directly from the rigid-blade BEM analysis.
�T� is the transformation matrix, which maps the vector of FEM
nodal velocities, �u̇�, to the vector of normal velocities at the
centroid of the BEM panels.

The equilibrium equation of motion can be written as follows
�35,36�:

��M� + �Mh�t����ü�t�� + ��D� + �Dh�t����u̇�t�� + �K��u�t��

= �F�t�� + �Fc� �8�

where �M�, �D�, and �K� are the structural mass, damping, and
stiffness matrices, respectively. �Fc� denote the centrifugal and
Coriolis force vector, which is necessary because the problem is
solved with respect to the rotating blade-fixed coordinates.

The advantage of applying BEM to compute �Mh� and �Dh� is
that it results in significant savings in computational time and
effort since the influence coefficient matrix ��C�� can be taken
directly from the rigid-blade BEM analysis.

It should be noted that �C� is full and asymmetric. Thus, �Mh�
and �Dh� will also be full and asymmetric. To reduce computa-
tional cost and storage requirement, an HRZ-like lumping tech-
nique is applied. Details of the lumping procedure are given in
�35�.

The commercial FEM package, ABAQUS Standard �37�, is em-
ployed to solve the equilibrium equation of motion, Eq. �8�. The
Hilber-Hughes-Taylor implicit direct integration method in
ABAQUS is applied to calculate the dynamic blade response. The
rotational body force is applied as element-based loads in
ABAQUS. Iterations are carried out between the BEM and FEM
models to account for large blade deformations. In the FEM
model, one-layer of quadratic 3D solid elements is used across the
blade thickness. Quadratic elements are necessary to avoid hour-
glass and shear-lock failures associated with first-order elements
�35�. The nodes at the root of the blade are assumed to be fixed in
the solid model. The lumped added mass and hydrodynamic

Fig. 4 Blade section and discretized geometry of NR propeller
A3/71/125
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damping matrices are superimposed on to the structural added
mass and damping matrices via user-defined hydroelastic elements
in ABAQUS. The hydroelastic elements have no stiffness, but con-
tributes to the total mass and damping of the system.

The hydroelastic coupling algorithm has been validated for an
elliptic cantilever beam, twisted cantilever plates, skewed cantile-
ver plates, a series of highly skewed propellers, and a surface-
piercing propeller. Details of the formulation, implementation, and
validation studies of the unsteady hydroelastic model can be
found in �28,35,36,38,39�.

5 Results
The objective of the present study is to demonstrate the com-

putational capability to simulate propeller performance in sub-
cavitating, partially cavitating, and supercavitating conditions,
which are critical for the design/analysis of dual-cavitating pro-
pellers. The well-known Newton-Rader �NR� three-bladed series
�40� with varying pitch and blade area are selected for code vali-
dation. The NR series was developed specially for high-speed
crafts. It consists of twelve 254 mm dia �10 in. dia�, methodically
varied, geometrically similar model propellers. The models were
constructed of manganese bronze, and cavitation studies were
conducted in the Vosper cavitation tunnel. Extensive thrust and
torque data along with the photographs of cavitation patterns at
various cavitation numbers and propeller advance coefficients
have been documented �40�.

Fig. 5 Blade section and discretized geometry of NR propeller
A3/95/124

Fig. 6 Measured open water characteristics for propellers A3/71/125
and A3/95/124 by †40‡
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Contrary to conventional SCP and SPP designs, which have a
sharp leading edge and a blunt trailing edge, the NR propellers
have a rounded leading edge and a relatively tapered trailing edge
to achieve efficient operations in both subcavitating and cavitating
regimes. During the manufacturing and testing phase of the parent
propeller, the blade leading edge was modified twice to avoid face
cavitation and to achieve high efficiency at the design condition
�40�. The final blade sections and the discretized 3D geometry for
two of the propeller in the NR series are shown in Figs. 4 and 5.
Propeller A3/71/125 has a blade area ratio of 0.71 and a face pitch
ratio of 1.25. Propeller A3/95/124 has a blade area ratio of 0.95
and a face pitch ratio of 1.24. According to �40�, the point drilling
method was used to manufacture the propellers, and the machine
tolerance was 0.5%.

The design operating conditions are �40�: J=V /nD=0.993 and

= �po− pc� /0.5�V2=
n /J2=0.311. V, n, and D denote the propel-
ler advance speed, rotational frequency, and diameter, respec-
tively, � is the fluid density. po and pc denote the hydrostatic
pressure far upstream on the shaft axis and the saturated vapor
pressure of water, respectively. Comparisons of the measured
thrust �KT=T /�n2D4�, torque �KQ=Q /�n2D5�, and efficiency ��
=JKT /2�KQ� coefficients for propellers A3/71/125 and A3/95/124
at varying advance coefficients �J� and cavitation numbers �
� are
shown in Fig. 6, which is generated using data presented in �40�.
Experimental uncertainties were not given in �40�, but it was
stated in the paper that the thrust and torque measurements were
carried out two or three times to ensure accuracy and repeatability
of the results.

In the subcavitating regime, propeller A3/71/125 produces
higher thrust, torque, and efficiency than propeller A3/95/124 for
nearly the full range of J shown. However, in the cavitating re-
gime, the propeller performances differ for J1.0 and J�1.1,
with 1.0�J�1.1 being the transition region. Compared to pro-
peller A3/95/124, the cavitating thrust and torque coefficients for
propeller A3/71/125 are significantly lower for J1.0, and
slighter higher for J�1.1. Significant thrust and torque reduction
due to cavitation can be observed for both propellers. However,

the cavitating efficiencies approach the subcavitating efficiencies
for J1.0, which is not common for conventional fully sub-
merged propellers. This suggests that the NR propellers are good
candidates for multispeed design. For J�1.1, the cavitating effi-
ciencies decrease with decreasing cavitation number due to the
transition from back cavitation to face cavitation, which suggest
that the propeller efficiencies can be improved by modifying the
blade sections to minimize face cavitation.

Comparisons of the predicted and measured thrust coefficients
and efficiencies for the two propellers are shown in Figs. 7 and 8.
The lines correspond to the measured data, and the symbols cor-
respond to the numerical predictions. Glauert’s formula �41� was
used for the tunnel wall correction. Predicted and measured torque
data are also available but are not shown in Figs. 7 and 8 to keep
the graphs legible. Moreover, the torque coefficients KQ can be
deduced from J, KT, and �=JKT /2�KQ. It should be noted that
the numerical predictions are made using the above-mentioned
coupled BEM/FEM method, i.e., the elasticity of the blades are
considered. However, the rigid-blade and elastic-blade results are
practically indistinguishable due to the high rigidity of the
254 mm dia �10 in. dia� manganese bronze blades. The predicted
load coefficients and efficiencies compared well to experimental
measurements. In particular, the magnitude of the predicted
cavitation-induced thrust breakdown compared well to measured
values.

Examples of the predicted cavitation patterns for J1.0 �back
cavitation regime� and J�1.1 �face cavitation regime� at 

=0.75 are shown in Figs. 7 and 8. The cavities are plotted normal
to the propeller and wake surfaces. A circle is placed around the
region with face cavitation to help distinguish the face cavities
from the back cavities. As shown in Figs. 7 and 8, both propellers
exhibit midchord back supercavitation at J=0.8 and primarily
leading-edge face partial cavitation at J=1.2. Very thin midchord
back cavities can also be observed for both propellers at 
=0.75
and J=1.2. In �40�, photos of the observed cavitation patterns for
propeller A3/71/125 at selected conditions were shown, but the

Fig. 7 Predicted and measured †40‡ thrust coefficients and efficiencies
for propeller A3/71/125
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qualities of the photos were poor. Nevertheless, qualitative com-
parisons show that the predicted cavitation patterns are in reason-
able agreement with experimental observations.

In general, propeller A3/71/125 produces thicker and longer
cavities than propeller A3/95/124 and, thus, exhibits more severe
thrust and torque breakdown due to cavitation. For J1.0, the
cavitating efficiencies approach the noncavitating efficiencies for
all cavitation numbers for both propellers. The cavitating efficien-
cies decreased with decreasing cavitation number for J�1.1 due
to increase in face cavitation volume. For J�1.1, the cavitating
efficiencies of propeller A3/71/125 are higher than propeller A3/
95/124 due to the development of a midchord back supercavity
that counterbalances the leading edge face partial cavity.

To optimize the design of blade sections, different suction
�back� side geometries are explored while keeping the pressure
�face� side geometry unchanged for propeller A3/71/125. The
blade sections tested include: MOD TE �modified trailing edge�,
MOD LE �modified leading edge�, and 1/2 TK �half of the origi-
nal thickness�. Plots of the different blade sections are shown in
Fig. 9. Comparisons of the thrust breakdown curves for the dif-
ferent blade sections for J=1.0 and J=1.1 are shown in Figs. 10

and 11, respectively. The corresponding cavitation patterns are
shown in Figs. 12 and 13. The face cavitation regions are circled
to facilitate viewing.

Compared to the original NR blade section, the MOD TE and
MOD LE blade sections produced similar cavitation patterns and
loading coefficients. The MOD TE blade section yielded slightly
lower torque coefficient and higher efficiency in the subcavitating
regime due to decreased loading near the blade trailing edge. In
the supercavitating regime, the performance curves for the NR,
MOD TE, and MOD LE blade sections are practically indistin-
guishable because the entire suction side is inside a supercavity
and the pressure side geometry is identical for all three designs.
Out of the four blade sections, the 1/2-TK blade section produced
the highest overall efficiencies for both subcavitating and cavitat-
ing conditions due to the reduced loading. The cavities are also
thinner and shorter for the 1/2-TK blade section due to the re-
duced blade thickness.

The results suggest that for most cases, when the entire suction
side of the blade surface is inside a supercavity, the hydrodynamic
performance depends only on the cavitation number, advance co-
efficient, and pressure-side geometry, but not the suction-side ge-

Fig. 8 Predicted and measured †40‡ thrust coefficients and efficiencies
for propeller A3/95/124

Fig. 9 Different blade section designs for propeller A3/71/125
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ometry. However, when the blade thickness is significantly re-
duced, the hydrodynamic performance also becomes a function of
the suction side geometry due to changes in the form drag as a
result of the significantly thinner and shorter supercavity. The
suction-side geometry also influences the hydrodynamic perfor-
mance for partially cavitating or fully wetted conditions.

To investigate the hydroelastic performance of the difference
blade sections, comparisons of the predicted pressure distribu-
tions, von Mises stress distributions, leading edge �LE� axial dis-
placements, and modal responses for J=1.1 and 
=2.0 are shown
in Figs. 14–17, respectively. The results are generated by assum-
ing the propellers to be 0.81 m dia �32 in. dia�, the shaft fre-
quency to be 35 rps and by assigning the following material prop-
erties for manganese bronze: modulus of elasticity �E� equal to
104.8 GPa �15,200 ksi�, Poisson’s ratio ��� equal to 0.3, material
density ��s� equal to 7900 kg/m3 �15.33 slug/ ft3�, yield strength
�
y� equal to 345 MPa �50 ksi�, and ultimate strength �
u�equal to
655 MPa �95 ksi�.

The hydroelastic performance of the MOD TE blade section is
very similar to the original NR blade section. However, slightly
higher stress concentrations can be observed near the blade lead-
ing edge and near the root on both sides of the blade surface for
the MOD LE blade section due to the reduced leading-edge thick-
ness. Nevertheless, the maximum stresses and deflections for the
NR, MOD TE, and MOD LE blade sections are within allowable
limits. On the other hand, the 1/2-TK blade section design pro-
duced stresses that are higher than the material yield stress, which
is not acceptable for design. Moreover, the maximum deflection
for the 1/2-TK blade section is �12% of the propeller radius,
which is much too high for a rigid propeller. The mode shapes for
all four blade section designs are very similar, but the natural
frequencies for the 1/2-TK blade section are also approximately
50% lower than the other blade sections. It should be noted that
the natural frequencies of propeller A3/71/125 are decreased by
approximately one-third when submerged in water due to added
mass effect.

The results imply that if the 1/2-TK blade section is used in-
stead of the original NR blade section, material failure may occur
due to tensile cracks, fatigue failure, and/or resonant blade vibra-
tion. In addition, out of the four different blade section designs,
the MOD TE blade section appears to be the best design because

Fig. 10 Predicted thrust breakdown curves for the different
blade section designs for propeller A3/71/125, J=1.0

Fig. 11 Predicted thrust breakdown curves for the different
blade section designs for propeller A3/71/125, J=1.1

Fig. 12 Predicted cavitation patterns for the different blade section de-
signs for propeller A3/71/125, J=1.0
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it produced high efficiencies in the subcavitating and cavitating
regimes, and acceptable blade stresses and deflections. The results
also illustrated the importance of the hydroelastic analysis in order
to avoid potential strength and/or vibration issues.

6 Conclusion

A numerical tool is presented for the time-domain analysis of
the hydrodynamic and hydroelastic response of marine propellers.

Fig. 13 Predicted cavitation patterns for the different blade section de-
signs for propeller A3/71/125, J=1.1

Fig. 14 Predicted pressure distributions for the different blade section
designs for propeller A3/71/125 at J=1.1 and �=2.0
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The method is able to predict complex cavitation patterns, blade
forces, stress distributions, blade deflections, and dynamic charac-
teristics of fully submerged and partially submerged propellers in

subcavitating, partially cavitating, fully cavitating, and ventilated
conditions. Experimental validation studies are shown for the
Newton-Rader propellers series �40�, which have been designed
successfully for a ship speed of 54 knots. The predicted blade
loads compared well to experimental measurements in subcavitat-
ing, partially cavitating, and supercavitating conditions. The fol-
lowing conclusions can be drawn from the results of this study:

1. The NR blade sections can be considered optimum in the
sense that it produced cavitating efficiencies that approach
the noncavitating efficiencies when the blades only exhibit
back cavitation. However, the cavitating efficiencies de-
creased with decreasing cavitation number when the blades
exhibit face cavitation. Thus, there is a potential to improve
the hydrodynamic performance by modifying the blade sec-
tions to avoid or limit face cavitation.

2. The hydrodynamic efficiency of the NR blade sections can
be further improved by streamlining the suction side of the
blade trailing edge.

3. When the entire suction side of the blade surface is inside a
supercavity, the hydrodynamic performance depends mostly
on the cavitation number, advance coefficient, and pressure-
side geometry, but not on the suction-side geometry. How-
ever, this is not true when the blade thickness is significantly
reduced or when the blade is in partially cavitating or fully
wetted conditions.

4. It is crucial to consider both face and back cavitation in the
analysis and design of dual-cavitating marine propellers.

5. It is crucial to examine both the hydrodynamic and hy-
droelastic performance of marine propellers to avoid yield-

Fig. 15 Predicted von Mises stress distributions for the different blade
section designs for propeller A3/71/125 at J=1.1 and �=2.0

Fig. 16 Predicted leading-edge axial displacements for the dif-
ferent blade section designs for propeller A3/71/125 at J=1.1
and �=2.0
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ing or fatigue failure, and to avoid resonant blade vibration
issues.

6. It is possible to design a dual cavitating propeller that can
operate efficiently in low-, middle-, and high-speed ranges.

Currently, the authors are working on implementing a generic
algorithm to optimize the blade section geometry to minimize face
cavitation and to improve the overall propeller performance in
low-, middle-, and high-speed regimes. Additional studies are also
underway to examine the unsteady behavior of the propellers in
inclined and other non-axisymmetric flows.
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Nomenclature
�A� � induced potential matrix due to unit strength

dipoles
�B� � induced potential matrix due to unit strength

sources
�C� � combined induced potential matrix,

�C�= �A�−1�B�

Cp � pressure coefficient, Cp= �p− po� / �0.5�n2D2�
D � propeller diameter

�D� � structural damping matrix
�Dh� � hydrodynamic damping matrix

g � gravitational acceleration
G � Green’s function

�f� � Nodal hydrodynamic force vector due to vi-
brating blades rotating in uniform wake, �f�
=�N�T�pv�dS=−�Mh��ü�− �Dh��u̇�

�F� � nodal hydrodynamic force vector due to rigid
blades rotating in nonuniform wake,
�F�=�N�T�pr�dS

�Fc� � nodal centrifugal and the coriolis force vector
�FT� � total nodal hydrodynamic force vector, �FT�

= �F�+ �f�
J � advance ratio based on V, J=V /nD

�K� � structural stiffness matrix
KQ � torque coefficient in ship-fixed coordinates, KQ

=Q /�n2D5

KT � thrust coefficient in ship-fixed coordinates, KT
=T�n2D4

�M� � structural mass matrix
�Mh� � hydrodynamic added mass matrix

n � propeller rotational frequency �rps�, n=� /2�
�N� � displacement interpolation matrix

n� � local unit normal vector

Fig. 17 Predicted natural frequencies and mode shapes for the different blade section
designs for propeller A3/71/125
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po � hydrostatic pressure on the shaft axis far
upstream

pc � cavity pressure
p � total hydrodynamic pressure, p= pr+ pv

pr � hydrodynamic pressure due to rigid blades ro-
tating in nonuniform wake

pv � hydrodynamic pressure due to vibrating blades
in uniform wake

q� � total velocity �in blade-fixed coordinates�
q�E � effective wake velocity �in ship-fixed

coordinates�
q� in � local inflow velocity �in blade-fixed

coordinates�
Q � propeller torque
s� � local unit vector in the span-wise direction
t � time

T � propeller thrust
�T� � transformation matrix
�u� � nodal displacement vector
�u̇� � nodal velocity vector
�ü� � nodal acceleration vector

v� � local unit vector in the chordwise direction
V � advance speed of propeller

x ,y ,z � blade-fixed coordinates
xs ,ys ,zs � ship-fixed coordinates

� � propeller efficiency, �=KTJ /2�KQ
� � propeller angular velocity �rad/s�
� � perturbation velocity potential
� � fluid density


n � cavitation number based on
n ,
n= �po− pc� / �0.5�n2D2�


 � cavitation number based on
V ,
n= �po− pc� / �0.5�V2�

References
�1� Jessup, S., and Wang, H.-C., 1997, “Propeller Design and Evaluation for a

High-Speed Patrol Boat Incorporating Iterative Analysis with Panel Method,”
SNAME Propellers/Shafting Symposium, Virginia Beach, pp. 1101–1125.

�2� Bailar, J., Jessup, S., and Shen, Y., 1992, “Improvement of Surface Ship Pro-
peller Cavitation Performance Using Advanced Blade Sections,” 23rd ATTC
Conference, New Orleans.

�3� Jessup, S., Berberich, W., and Remmers, K., 1994, “Cavitation Performance
Analysis of Naval Surface Ship Propellers with Standard and New Blade Sec-
tions,” 20th ONR Hydrodynamic Symposium, Santa Barbara, pp. 101–116.

�4� Tachmindji, A. J., and Morgan, W. B., 1958, “The Design and Estimated
Performance of a Series of Supercavitating Propellers,” Proc. of 2nd Office of
Naval Research Symposium on Naval Hydrodynamics, pp. 489–532.

�5� Venning, E., and Haberman, W. L., 1962, “Supercavitating and Propeller Per-
formance,” Soc. Nav. Archit. Mar. Eng., Trans., 70, pp. 354–417.

�6� Hadler, J., and Hecker, R., 1968, “Performance of Partially Submerged Pro-
pellers,” The 7th ONR Symposium on Naval Hydrodynamics, Rome.

�7� Kruppa, C. F. L., 1972, “Testing Partially Submerged Propellers,” 13th ITTC
Report of Cavitation Committee, Hamburg, Berlin.

�8� Hecker, R., 1973, “Experimental Performance of a Partially Submerged Pro-
peller in Inclined Flow,” SNAME Spring Meeting, Lake Buena Vista, FL.

�9� Rains, D. A., 1981, “Semi-Submerged Propellers for Monohull Displacement
Ships,” Propeller ’81 Symposium, Society of Naval Architects and Marine
Engineers, Virginia Beach, pp. 15–40.

�10� Kruppa, C. F. L., 1992, Hydrodynamics: Computations, Model Tests, and Re-
ality, Elsevier, New York, pp. 107–113.

�11� Allison, J., 1978, “Propellers for High-Performance Craft,” Mar. Technol. Soc.
J., 15, pp. 335–380.

�12� Tulin, M. B., 1962, “Supercavitating Propellers–History, Operating Character-
istics, Mechanisms of Operation,” Fourth Symposium on Naval Hydrodynam-
ics, pp. 239–286.

�13� Tulin, M., and Burkart, M., 1955, “Linearized Theory for Flows about Lifting

Foils at Zero Cavitation Number,” Tech. Rep. Navy Report No. C-638, David
Taylor Model Basin.

�14� Shen, Y., 1996, “Dual Cavitating Hydrofoil Structures,” Tech. Rep., U.S.
Patent No. 5,551,369.

�15� Shen, Y., and Wermter, R., 1979, “Recent Studies of Struts and Foils for
High-speed Hydrofoils,” Mar. Technol. Soc. J., 16.

�16� Lee, J.-T., 1987, “A Potential Based Panel Method for The Analysis of Marine
Propellers in Steady Flow,” Ph.D. thesis, Department of Ocean Engineering,
Massachusetts Institute of Technology.

�17� Kerwin, J., Kinnas, S., Lee, J.-T., and Shih, W.-Z., 1987, “A Surface Panel
Method for the Hydrodynamic Analysis of Ducted Propellers,” Soc. Nav. Ar-
chit. Mar. Eng., Trans., 95, pp. 93–122.

�18� Hsin, C.-Y., 1990, “Development and Analysis of Panel Method for Propellers
in Unsteady Flow,” Ph.D. thesis, Department of Ocean Engineering, Massa-
chusetts Institute of Technology.

�19� Kinnas, S., and Hsin, C.-Y., 1992, “A Boundary Element Method for the
Analysis of the Unsteady Flow Around Extreme Propeller Geometries,” AIAA
J., 30, pp. 688–696.

�20� Kinnas, S., and Fine, N., 1991, “Non-Linear Analysis of the Flow Around
Partially Super-Cavitating Hydrofoils by a Potential Based Panel Method,”
Boundary Integral Methods—Theory and Applications, Proceedings of the
IABEM-90 Symposium, Rome, Oct. 15–19, 1990, Springer-Verlag, Heidelberg,
pp. 289–300.

�21� Fine, N., and Kinnas, S., 1993, “A Boundary Element Method for the Analysis
of the Flow Around 3-D Cavitating Hydrofoils,” J. Ship Res., 37, pp. 213–
224.

�22� Kinnas, S., and Fine, N., 1992, “A Nonlinear Boundary Element Method for
the Analysis of Unsteady Propeller Sheet Cavitation,” Nineteenth Symposium
on Naval Hydrodynamics, Seoul, Korea, pp. 717–737.

�23� Mueller, A., and Kinnas, S., 1999, “Propeller Sheet Cavitation Predictions
Using a Panel Method,” ASME J. Fluids Eng., 121, pp. 282–288.

�24� Young, Y., and Kinnas, S., 2001, “A BEM for the Prediction of Unsteady
Midchord Face and/or Back Propeller Cavitation,” ASME J. Fluids Eng., 123,
pp. 311–319.

�25� Young, Y., and Kinnas, S., 2001, “Numerical Modeling of Supercavitating and
Surface-Piercing Propeller Flows,” CAV 2001: Fourth International Sympo-
sium of Cavitation, California Institute of Technology, Pasadena.

�26� Young, Y., and Kinnas, S., 2003, “Numerical Modeling of Supercavitating
Propeller Flows,” J. Ship Res., 47, pp. 48–62.

�27� Young, Y., and Kinnas, S., 2004, “Performance Prediction of Surface-Piercing
Propellers,” J. Ship Res., 48, pp. 288–304.

�28� Young, Y., and Kinnas, S., 2003, “Numerical Analysis of Surface-Piercing
Propellers,” 2003 Propeller and Shaft Symposium, Society of Naval Architects
and Marine Engineers, Virginia Beach, pp. 4-1–4-20.

�29� Kinnas, S., and Young, Y., 2003, “Modeling of Cavitating or Ventilated Flows
Using BEM,” Int. J. Numer. Methods Heat Fluid Flow, 13, pp. 672–697.

�30� Kinnas, S., Young, Y., Lee, H., Gu, H., and Natarajan, S., 2003, “Prediction of
Cavitating Flow Around Single or Two-Component Propulsors, Ducted Pro-
pellers, and Rudders,” RINA CFD 2003: CFD Technology in Ship Hydrody-
namics Conference, London.

�31� Kinnas, S., Choi, J., Lee, H., and Young, J., 2000, “Numerical Cavitation
Tunnel,” NCT50, International Conference on Propeller Cavitation,
Newcastle-upon-Tyne, England.

�32� Choi, J., 2000, “Vortical Inflow—Propeller Interaction Using Unsteady Three-
Dimensional Euler Solver,” Ph.D. thesis, Department of Civil Engineering,
The University of Texas at Austin.

�33� Young, Y., and Kinnas, S., 2003, “Analysis of Supercavitating and Surface-
Piercing Propeller Flows via BEM,” Comput. Mech., 32, pp. 269–280.

�34� Kuo, J., and Vorus, W., 1985, Tenth Ship Technology and Research �STAR�
Symposium, Norfolk, pp. 39–69.

�35� Young, Y., 2006, “Time-Dependent Hydroelastic Analysis of Cavitating Pro-
pulsors,” J. Fluids Struct. �in press�.

�36� Young, Y., 2005, “Time-Domain Analysis of the Hydroelastic Response of
Cavitating Propulsors,” 3rd International Conference on Fluid Structure Inter-
action, La Coruna, Spain.

�37� ABAQUS, 2003, ABAQUS Version 6.5 Documentation, ABAQUS, Inc., Paw-
tucket, RI.

�38� Young, Y., and Kinnas, S., 2003, “Fluid and Structural Modeling of Cavitating
Propeller Flows,” Fifth International Symposium on Cavitation �CAV2003�,
Osaka.

�39� Young, Y., 2004, “Hydroelastic Modeling of Surface-Piercing Propeller
Flows,” Twenty-Fifth Symposium on Naval Hydrodynamics, St. John’s, New-
foundland.

�40� Newton, R., and Rader, H., 1961, “Performance Data of Propellers for High-
Speed Craft,” Trans. RINA, 103, pp. 93–129.

�41� Glauert, H., 1943, “Wind Tunnel Interference in Airplane Propellers,” Aerody-
namic Theory, Dover ed, Vol. 4, pp. 296–301.

730 / Vol. 129, JUNE 2007 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Christopher E. Brennen
California Institute of Technology,

1201 East California Boulevard,
Pasadena, CA 91125

Multifrequency Instability of
Cavitating Inducers
Recent testing of high-speed cavitating turbopump inducers has revealed the existence of
more complex instabilities than the previously recognized cavitating surge and rotating
cavitation. This paper explores one such instability that is uncovered by considering the
effect of a downstream asymmetry, such as a volute on a rotating disturbance similar to
(but not identical to) that which occurs in rotating cavitation. The analysis uncovers a
new instability that may be of particular concern because it occurs at cavitation numbers
well above those at which conventional surge and rotating cavitation occur. This means
that it will not necessarily be avoided by the conventional strategy of maintaining a
cavitation number well above the performance degradation level. The analysis considers
a general surge component at an arbitrary frequency � present in a pump rotating at
frequency � and shows that the existence of a discharge asymmetry gives rise not only to
beat components at frequencies, �−� and �+� (as well as higher harmonics), but also
to rotating as well as surge components at all these frequencies. In addition, these
interactions between the frequencies and the surge and rotating modes lead to “coupling
impedances” that effect the dynamics of each of the basic frequencies. We evaluate these
coupling impedances and show not only that they can be negative (and thus promote
instability) but also are most negative for surge frequencies just a little below �. This
implies potential for an instability involving the coupling of a surge mode with a fre-
quency around 0.9 � and a low-frequency rotating mode about 0.1 �. We also examine
how such an instability would be manifest in unsteady pressure measurements at the inlet
to and discharge from a cavitating pump and establish a “footprint” for the recognition
of such an instability. �DOI: 10.1115/1.2734238�

1 Introduction
Ever since the recognition of the POGO instability of liquid-

propelled rockets more than 40 years ago �1,2�, much attention
has been directed at understanding the mechanisms for the pro-
motion of instabilities associated with cavitating pumps. The
simple forms of POGO, of cavitation surge and of rotating cavi-
tation, have been successfully studied and related to dynamic fea-
tures in the performance of pumps such as the cavitation compli-
ance and mass flow gain factor �3�.

However, recent experience in several space programs around
the world has indicated that the preceding body of knowledge and
understanding may not be adequate or sufficient. Specifically,
there appear to be other, more complex instabilities associated
with cavitating turbopumps that do not fit easily within the current
understanding. This paper explores one particular complex insta-
bility which is uncovered by considering the effect of a down-
stream asymmetry, such as a volute on a rotating disturbance simi-
lar to �but not identical to� that which occurs in rotating cavitation.
The analysis which follows uncovers a new instability which may
be of particular concern because it occurs at cavitation numbers
well above those at which conventional surge and rotating cavita-
tion occur. This means that it will not necessarily be avoided by
the conventional strategy of maintaining a cavitation number well
above the performance degradation level.

2 Analysis
As is conventional �3�, we consider unsteady linear perturba-

tions in the total pressure p and mass flow rate m given by

pi�t� = p̄i + Re�p̃i,�ej�t� �1�

mi�t� = m̄i + Re�m̃i,�ej�t� �2�

where j is �−1�1/2, the index i denotes a specific location in the
fluid flow path, the overbar denotes a mean or time-averaged
quantity, a tilde denotes a fluctuating quantity, and Re denotes the
real part. Implicit in the above linearization is a summation of the
fluctuating terms over all the frequencies � of interest. Thus, the
complex quantities p̃i,� and m̃i,� incorporate the amplitude and
phase of the fluctuating total pressure and mass flow rate at the
frequency � and the location i.

It is both convenient and, nowadays, conventional �see �4�� to
express the dynamic response of a cavitating pump at the fre-
quency � by the relations

p̃2,� − p̃1,� = Gp̃1,� − �R + j�L�m̃2,� �3�

m̃2,� − m̃1,� = − j�Cp̃1,� − j�Mm̃1,� �4�

where the subscripts i=1 and i=2 refer to the pump inlet and
discharge locations and G+1, R, L, C, and M are known respec-
tively, as the pump gain, resistance, inertance, compliance, and
mass flow gain factor. �Note the above differs slightly from the
original form proposed by Brennen and Acosta �5� and used by
Ng and Brennen �6� and Brennen et al. �7�, Brennen �8�, and
Rubin �9�, in measuring and analyzing the pump dynamic charac-
teristics in that m̃2,� rather than m̃1,� is used at the end of Eq. �3�.
However, one form is readily transposed to the other.� Implicit in
the above model �Eqs. �3� and �4�� is the assumption of linear
relations; we note that although nonlinear effects undoubtedly oc-
cur, they are currently beyond our ability to analyze.

In this paper, we focus on the following issue originally sug-
gested by Rubin �9�. The flow through the pump rotor consists of
the sum of the flows through each of the blade passages. If all
blade passages were identical at all moments in time, we could
write the corresponding transfer function for each of the blade
passages �say K in number� as

p̃2,�,k − p̃1,�,k = Gp̃1,�,k − �R + j�L�Km̃2,�,k �5�
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m̃2,�,k − m̃1,�,k = − j�
C

K
p̃1,�,k − j�Mm̃1,�,k �6�

where the additional index k=1,2 , . . . ,K denotes the total pres-
sures and mass flow rates in each of the K blade passages. If this
were all the dynamics to be concerned with, then, clearly, Eqs. �5�
and �6� sum to yield the overall transfer function for the pump
given by Eqs. �3� and �4�, where

p̃2,�,k = p̃2,�; p̃1,�,k = p̃1,� �7�

m̃2,� = �
k=1

K

m̃2,�,k; m̃1,� = �
k=1

K

m̃1,�,k �8�

However, the effect that we wish to focus on here is the fact
that the discharge from a pump is usually quite asymmetric. Often
the discharging flow is collected in a single volute, such as that
shown in Fig. 1, so that, at any instant in time, the flow exiting
from one blade passage may have much farther to travel than the
flow from another blade passage, as illustrated by the three typical
streamlines aa, bb, and cc in Fig. 1. Of course, inlet flows may
also be quite asymmmetric. However, we should note the relative
effects of inlet and discharge asymmetries on the flows through an
inducer or impeller as investigated by Bhattacharyya �10�. Bhat-
tacharyya found that inlet asymmetries have a remarkably small
effect on the asymmetry of the flow through an inducer, even
when that asymmetry consisted of an abrupt right-angle bend just
upstream of the inducer inlet. On the other hand, asymmetries in
the discharge flow had surprisingly strong effects on the asymme-
try of the flow through the inducer. For this reason and for the
added reason of simplicity, we confine ourselves here to asymme-
tries in the discharge.

The primary effect of simple discharge asymmetry, such as pro-
duced by a single volute or by a right-angle bend just downstream
of the impeller, is that the effective length of each flow passage
oscillates at the rotational frequency of the impeller �. This
means that the instantaneous inertance of each blade passage flow
is oscillating at a frequency � and with some amplitude, which

we will denote by L*. Of course, the resistance will also oscillate
but, for simplicity, we neglect this effect �it is also much easier to
estimate the magnitude of L*�. This additional dynamic effect is
then incorporated into our model of the pump, as shown in Fig. 2.
Each blade passage now has the original dynamics as represented
by Eqs. �5� and �6� but with p̃2,�,k now replaced by p̃M,�,k, where
the location M is the exit from the impeller blade passage, k; thus,

p̃M,�,k − p̃1,�,k = Gp̃1,�,k − �R + j�L�Km̃2,�,k �9�

replaces Eq. �5�, whereas Eq. �6� remains unchanged. As incorpo-
rated in Eq. �15�, we then add the additional oscillating inertance
L** onto the original blade passage dynamics, where

L** = Re�L*ej�t+j2�k/K� �10�

where L* is a real constant and the term j2�k /K incorporates the
appropriate phase between the blade passages. Note that the di-
rection of this phase or time delay is consistent with an index or
passage label k that increases in the direction of rotation of the
impeller. Note also that since

�
k=1

K

ej2�k/K = 0 �11�

the arithmetic means of the blade passage pressures at discharge
�i=2� and at the location i=M are identical.

For later use, we also note that in a given blade passage k, the
fluctuating mass flow rate at any general frequency, � �specifically
�, �−�, �+�, or higher-order combinations as anticipated be-
low�, namely, m̃2,�,k, must neccessarily consist of a “surge” com-
ponent, m̃2,� /K, which is identical and in phase for all blade pas-
sages plus a “rotating” component, m̃�,�e

j2�k/K, which is caused
by the downstream asymmetry. The phase of this second compo-
nent must vary with k in the same manner as the oscillatory iner-
tance while the “magnitude,” m̃�,�, is identical for all blade pas-
sages. Consequently,

m̃2,�,k =
m̃2,�

K
+ m̃�,�e

j2�k/K �12�

for �=� ,� ,�−� ,�+� , . . .
In addition, we can anticipate that the existence of fluctuating

components at the frequecies � and � will, through the fluctuat-
ing inertance, spawn additional components at combination fre-
quencies �−�, �+�, as well as higher harmonics and higher-
order combinations. Thus, it becomes necessary to include flow
fluctuations at frequencies �, ��−��, and ��+�� �and higher
frequencies� as well as �. Therefore, the flow rate in an individual
blade passage, m2,k�t�, will need to be expressed by

Fig. 1 Sketch of a pump volute showing typical streamlines
aa, bb, and cc with different path lengths

Fig. 2 Pump dynamic model with individual blade passage dynamics and an
asymmetric discharge inertance
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m2,k�t� = m̄2/K + Re�
m̃2,�,ke

j�t + m̃2,�,ke
j�t

+ m̃2,�−�,ke
j��−��t + m̃2,�+�,ke

j��+��t

+ m̃2,2�−�,ke
j�2�−��t + m̃2,2�+�,ke

j�2�+��t

+ higher harmonics
	
�13�

Also, using the definition �1�, the pressure difference, pM,k− p2,
between the location i=M and the discharge, i=2, should be simi-
larly written as

pM,k − p2 = p̄M − p̄2 + Re�
�p̃M,�,k − p̃2,��ej�t

+ �p̃M,�,k − p̃2,��ej�t

+ �p̃M,�−�,k − p̃2,�−��ej��−��t

+ �p̃M,�+�,k − p̃2,�+��ej��+��t

+ �p̃M,2�−�,k − p̃2,2�−��ej�2�−��t

+ �p̃M,2�+�,k − p̃2,2�+��ej�2�+��t

+ higher harmonics

	
�14�

Neglecting the resistance of the volute or elbow, this pressure
difference must be equal to the inertance, L**, multiplied by the
time derivative of the mass flow rate given by Eq. �13� so that

pM,k − p2 = L** Re�
j�m̃2,�,ke

j�t + j�m̃2,�,ke
j�t

+ j�� − ��m̃2,�−�,ke
j��−��t

+ j�� + ��m̃2,�+�,ke
j��+��t

+ j�2� − ��m̃2,2�−�,ke
j�2�−��t

+ j�2� + ��m̃2,2�+�,ke
j�2�+��t

	 �15�

and substuting for L** from Eq. �10�, this becomes

=
L*

2
Re�

j�m̃2,�,ke
−j2�k/K

+ j�m̃2,�,ke
2j�t+j2�k/K

+ j�� + ��m̃2,�+�,ke
j�t−j2�k/K

− j�� − ��m̄̃2,�−�,ke
j�t+j2�k/K

+ j�m̃2,�,ke
j��+��t+j2�k/K

− j�m̄̃2,�,ke
j��−��t+j2�k/K

+ j�� − ��m̃2,�−�,ke
j�2�−��t+j2�k/K

+ j�� + ��m̃2,�+�,ke
j�2�+��t+j2�k/K

+ j�2� − ��m̃2,2�−�,ke
j��−��t−j2�k/K

+ j�2� + ��m̃2,2�+�,ke
j�3�−��t+j2�k/K

+ higher harmonics

	 �16�

Thus, the introduction of the additional oscillatory inertance
causes the generation of other fluctuating flow frequencies in ad-
dition to the basic frequency � under consideration. Clearly, then,
higher harmonics, such as �3�−��, �3�+��, etc., may need to be
included in the right-hand side of Eq. �14�. However, since we
will not pursue the solution for these higher frequencies, those
terms will be dropped from further consideration here. For sim-
plicity, we will retain only the terms that effect the frequencies �,
��−��, and ��+��. It follows from Eqs. �14� and �16� that, to
first order,

p̃M,�,k − p̃2,� = − 0.5j�� − ��L*m̄̃2,�−�,ke
j2�k/K

+ 0.5j�� + ��L*m̃2,�+�,ke
−j2�k/K �17�

p̃M,�−�,k − p̃2,��−�� = − 0.5j�L*m̄̃2,�,ke
j2�k/K

+ 0.5j�2� − ��L*m̃2,2�−�,ke
−j2�k/K �18�

p̃M,�+�,k − p̃2,��+�� = 0.5j�L*m̃2,�,ke
j2�k/K

+ 0.5j�2� + ��L*m̃2,2�+�,ke
−j2�k/K �19�

where the additional overbar above the tilde denotes the complex
conjugate.

Using the above relations, we can eliminate the intermediate
pressures at the point M from the transfer function Eqs. �9� for the
frequencies �, ��−��, and ��+��. Then, we substitute the de-
composition given in Eq. �12� and generate an array of relations
for the various fluctuating pressures and mass flow rates by sum-
ming the resulting equations over the blade passages using the
relations �7�, �8�, and �11�. This yields

p̃2,� − p̃1,� = Gp̃1,� − �R + j�L�m̃2,� + 0.5j�� − ��L*m̄̃�,�−�

− 0.5j�� + ��L*m̃�,�+� �20�

p̃2,�−� − p̃1,�−� = Gp̃1,�−� − �R + j�� − ��L�m̃2,�−�

+ 0.5j�L*m̄̃�,� − 0.5j�2� − ��L*m̃�,2�−�

�21�

p̃2,�+� − p̃1,�+� = Gp̃1,�+� − �R + j�� + ��L�m̃2,�+�

− 0.5j�2� + ��L*m̃�,2�+� �22�

Note the two new terms in the first and second transfer function
equations and the one new term in the third and observe that these
imply interactions between the frequencies. Specifically note how
the fluctuating flow rate at the frequency � feeds into the ��
−�� frequency but not the ��+�� frequency.

Additional important relations are obtained by multiplying each
of the array of relations by e−j2�k/K or e−j2�k/K before summing.
These manipulations yield relations for the m̃�,� rotating compo-
nents of the fluctuating mass flow rates as follows:

m̃�,� =
j�� − ��L*

2K2�R + j�L�
m̄̃2,�−� �23�

m̃�,�−� =
j�L*

2K2�R + j�� − ��L�
m̄̃2,� �24�

m̃�,�+� = −
j�L*

2K2�R + j�� + ��L�
m̃2,� �25�

m̃�,2�−� = −
j�� − ��L*

2K2�R + j�2� + ��L�
m̃2,�−� �26�

m̃�,2�+� = −
j�� + ��L*

2K2�R + j�2� + ��L�
m̃2,�+� �27�

and the following for the higher-order surge components:

m̃2,�+� = m̃2,2�−� = m̃2,2�+� = m̃2,3�−� = m̃2,3�+� = 0 �28�

Note the symmetry in the relations �23� and �24�.
Using the above relations m̃�,�, m̃�,�−� and m̃�,�+� can be

eliminated from Eqs. �20�–�22� so to obtain the coupled transfer
function equations for the frequencies � and �−�

p̃2,� − p̃1,� = Gp̃1,� − �R + j�L + X��m̃2,� �29�

p̃2,�−� − p̃1,�−� = Gp̃1,�−� − �R + j�� − ��L + X�−��m̃2,�−�

�30�

p̃2,�+� − p̃1,�+� = Gp̃1,�+� − �R + j�� + ��L + X�+��m̃2,�+�

�31�

where the “coupling impedances”
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X� =
�L*2

2K2

��R − j��2 − �2�L�
�R − j�� − ��L��R + j�� + ��L�

= Z��� �32�

X�−� =
�� − ��L*2

2K2

��� − ��R − j��2� − ��L�
�R − j�L��R + j�2� − ��L�

= Z�� − ��

�33�

X�+� =
�L*2

4K2

�� + ���2� − ��
�R + j�2� + ��L�

�34�

Note, again, the symmetry inherent in the impedances, X� and
X�−�, such that they may be represented by the single function,
Z���, as defined on the right in the Eqs. �32�–�34�.

3 Pump Transfer Functions
In conclusion, we have determined the pump transfer function

equations, that should be used for the stability analyses for the
fluctuating pressures and mass flow rates:

• For the general frequency �, Eqs. �29� �with Eq. �32� and
�4�

• For the companion frequency, �−�, Eqs. �30� �with Eq.
�33� and �4� with ��−�� replacing �

The consequences of the interactive dynamics unveiled here,
the actual stability analyses, will, of course, depend on the system
within which the pump is operating. However, even without em-
barking on such a system-dependent analysis, we can investigate
two consequences of the multifrequency transfer functions de-
rived above; namely, we can examine:

• The pressures at various fixed circumferential locations up-
stream or downstream of the impeller since these are the
commonly used diagnostic measurements that are made dur-
ing testing

• The coupling impedances, Z��� and Z��−��, since this
function Z is a primary factor effecting the stability of the
system in which the pump might be installed

4 Pressures at Fixed Locations
Commonly, pressure transducers are installed at a number of

fixed circumferential locations in order to observe and analyze the
instabilities that occur within a cavitating inducer or pump. To
examine the form of the pressure fluctuations that the above flow
would cause at a fixed circumferential location close to the impel-
ler, we choose to examine the pressures at the blade passage outlet
location i=M. The pressure fluctuations at other axial locations
close to the impeller �upstream or downstream� will have the same
basic form and frequency components so confining attention to i
=M does not limit the applicability of the results that follow.

First, we note that by using the expression �12� in Eqs.
�17�–�19� �and using Eqs. �28��, the fluctuating pressures at the
frequencies �, �−�, and �+� in the frame of reference rotating
with the impeller can be written in the following form:

Re
�p̃M,�� −
j�� − ��L*

2K
m̄̃2,�−�ej2�k/K�ej�t �35�

Re
�p̃M,�−�� −
j�L*

2K
m̄̃2,�ej2�k/K�ej��−��t �36�

Re
�p̃M,�+�� +
j�L*

2K
m̃2,�ej2�k/K�ej��+��t �37�

where the primes denote modifications in amplitude that are in-
consequential to the conclusions of this section; similar expres-
sions for the frequencies 2�−� and 2�+� are also needed.
These fluctuations in pressure must then be translated into a fixed

or nonrotating frame of reference. To do this, we define a set of
nonrotating coordinates as follows: �i� an angular circumferential
coordinate, �*=�t+2�k /K and �ii� time, t*= t. One of the com-
plications of this coordinate transformation is that the second
terms in Eqs. �35�–�37� now need to be assigned to a different
frequency. The resulting fluctuating pressures in the fixed coordi-
nate frame at the frequencies �, �−�, and �+� then take the
following form:

Re
�p̃M,�� +
j�L*

K
cos �*m̃2,��ej�t* �38�

Re
�p̃M,�−�� +
j�� − ��L*

K
cos �*m̃2,�−��ej��−��t* �39�

Re��p̃M,�+�� �ej��+��t*� �40�
Consequently, the pressure fluctuations that would be observed at
fixed, nonrotating circumferential locations near the impeller as a
result of the flow constructed in the preceding sections would
have the following features:

1. The fluctuating pressures at the basic instability frequency �
would consist of a surge mode whose amplitude varies from
one circumferential location to another. It would contain no
rotating component. For convenience of discussion, we will
refer to this as the “surge” mode and frequency.

2. The fluctuating pressures at the frequency �−� would be
observed to have two components: a surge component and a
component that has a single cell that rotates in the direction
of impeller rotation. Though it does contain a surge compo-
nent we will, for convenience refer to this as the “rotating”
mode and frequency.

3. A fluctuating pressure at the frequency �+� that has only a
surge component �no rotating component�.

4. Higher harmonics, 2�−�, 2�+�, etc., and higher cell
numbers �arising from terms with more than one circumfer-
ential cell�.

This paper is focused on the interaction between the surge and
rotating modes. We reserve comment on some measured pressure
recordings until the end of Sec. 5.

5 Coupling Impedance
Now examine the stability issue in more detail by focusing on

the coupling impedance, Z���, defined in Eqs. �32� and �33� and
whose consequences are imbedded in Eqs. �29� and �30�. Note
that Z��� is proportional to the fluctuating inertance squared, L*2.
Indeed, the presence of the ratio L* /K means that this coupling
impedance, Z���, is proportional to the square of the inertance of
the entire flow in the mixing section downstream of the impeller
discharge and before the end of the asymmetry �since inertance is
inversely proportional to the cross-sectional area of the flow�. In
the analysis that follows, this factor appears as the parameter
L* /KL or the ratio of the amplitude of the fluctuating inertance to
the main pump inertance.

Next, we examine the variation of the coupling impedance over
the range of instability frequencies, 0����, in order to evalu-
ate its consequences. From Eqs. �29� and �30�, we observe that if
the real part of the coupling impedance were to become suffi-
ciently negative so that it overcame the pump resistance R and led
to a negative total resistance of the pump, R+Re�Z����, then in-
stability at that frequency � would be a likely consequence. To
investigate this further, we examine the real part of the coupling
impedance, Re�Z����, which, from Eq. �32�, can be written as

Re�Z����
R

=
1

2

 L*

KL
2

Z*��� �41�

where �=� /� and Z* is defined as
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Z*��� =
�2��L/R�2�1 + ��2 − 1���L/R�2�

�1 + �1 − ��2��L/R�2��1 + �1 + ��2��L/R�2�
�42�

Typical values of Z*�� /�� are presented in Fig. 3 for various
typical values of the parameter �L /R. Note that Z* is negative
over most of the range 0�� /��1. This negative value could
cause R+Re�Z���� to become negative. Consequently, the poten-
tial for instability exists though the outcome depends on the mag-
nitude of L* /KL, on the parameter �L /R and on the frequency �.

In Fig. 3, we have chosen to present results for a range of
values of �L /R. Estimates of the magnitude of this parameter
from measurements of the dynamics of a particular cavitating in-
ducer by Ng and Brennen �6� and Brennen et al. �7� �see also �4��
yield values of �L /R that range between about 2 and 20. As
another data point we note that a typical value for a centrifugal
pump from the measurements of Anderson et al. �11� is �6.
Within this range of �L /R, it is clear from Fig. 3 that the most
highly negative values of the coupling resistance occur for values
of � just a little less than � and in the neighborhood of 0.9�.
Thus the instability that is most likely is one with a surge mode at
a frequency a little less than � �say 0.9 �� coupled with a rotating
mode with a low frequency like 0.1 �.

We might also ask whether the magnitude of Re�Z���� could
approach the magnitude of R so that R+Re�Z���� could become
negative. From Eq. �41�, this depends on both Z* and L* /KL.
From Fig. 3, the magnitude of Z* can clearly be greater than unity.
Moreover, Anderson et al. �11� measured separately the inertances
of the impeller �L� and of the volute �L* /K� for a typical centrifu-
gal pump and found them to be of similar magnitude. Thus, at
least in this single example, the magnitude of L* /KL could be of
order unity. Consequently, in the most unstable range of frequency
around 0.9 �, it is quite possible for −Re�Z���� to exceed R and
to cause instability.

In summary, the analysis predicts that if such an coupled insta-
bility were to occur for �L /R in the range of 2–20, it would
consist of a surge component at a frequency of about 0.9 �
coupled with a rotating component at a frequency of about 0.1 �.
Unlike the conventional rotating cavitation or cavitation surge this
instability is not a dynamic instability occurring where the quasi-
static pump resistance is positive �and therefore requiring the dy-
namic cavitation characteristics, such as the mass flow gain factor
for its onset� but rather a more basic quasistatic instability similar
to compressor stall �3� in which the effective resistance becomes
negative. It therefore does not depend directly on cavitation,
though it is likely that cavitation compliance and mass flow gain
factor will enter the analysis when the system response is included
in the analysis and that cavitation is likely to encourage the onset
of the instability by allowing flexibility for the growth of the surge
component. But the bottom line is that this coupled instability,
being relatively independent of the cavitation number, could occur
at much higher values of that parameter.

The instability characteristics described in the preceding para-
graphs precisely correspond with an unusual instability experi-
enced during a recent liquid rocket engine test program. Pressure
transducers in water facility tests of that inducer demonstrated the
presence of a surge component at 0.9 � coupled with a rotating
component at 0.1 �. Moreover, the instability developed at cavi-
tation numbers of the order of 0.04–0.1, well above the values at
which cavitation surge or rotating cavitation might be expected. It
was also a function of the flow coefficient, showing a particular
tendency to develop at flow coefficients below the design value.

6 Conclusions
Recent experience with rocket engine turbopumps has demon-

strated that there exist instability modes in cavitating pumps/
inducers that are more complex than the traditional rotating cavi-
taton and cavitation surge instabilities. This paper investigates the
possibility of such an instability that involves the coupling of a
surge mode and a rotating mode. The instability is triggered, in
part, by asymmetry in the pump discharge that excites surge
within the individual blade passages. It is shown that this leads to
a “coupling impedance” that has a negative resistance over a
range of frequencies and can therefore lead to a negative pump
resistance, which could cause instability. Moreover, it is shown
that in a likely parameter range for cavitating inducers, the most
unstable case involves the coupling of a surge mode at about
0.9 � with a rotating component at 0.1 �. Furthermore, since the
instability does not depend essentially on the presence of cavita-
tion �unlike the traditional cavitating surge� it could occur at sig-
nificantly higher cavitation numbers than surge or rotating cavita-
tion. All of the characteristics of this nontraditional instability
described above were observed while conducting a recent series
of liquid engine ground tests.
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Nomenclature
C � pump cavitation compliance

G+1 � pump gain
j � �−1�1 	 2

k � 1,2 , . . .K denotes a particular blade passage
K � number of impeller blade passages
L � pump inertance

L* � fluctuating discharge inertance amplitude
L** � fluctuating discharge inertance
mi � mass flow rate at the location, i

mi,k � mass flow rate in the blade passage k at the
location i

m̄i � time-averaged mass flow rate at the location i
m̃i,� � complex amplitude of the fluctuating mass

flow rate at the location i and frequency �
m̃i,�,k � complex amplitude of the fluctuating mass

flow rate at the location i in the impeller blade
passage k and at frequency �

m̃i,� /K � surge component of the fluctuating mass flow
rate at the location i and frequency �

m̃�,� /K � rotating component of the fluctuating mass
flow rate at the frequency �

M � pump mass flow gain factor
pi � total pressure at the location i

Fig. 3 Coupling resistance function Z* plotted against the fre-
quency ratio, � /�, for four values of Q=�L /R
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pM,k � total pressure in the blade passage k at the lo-
cation M

p̄i � time-averaged total pressure at the location i
p̃i,� � complex amplitude of the fluctuating total

pressure at the location i and frequency �
p̃i,�,k � complex amplitude of the fluctuating total

pressure at the location, i, in the impeller blade
passage k and at frequency �

R � pump resistance
Re� � � denotes “the real part of”

t � time
X� � coupling impedance for the frequency �

Z��� � X�

Z*�� /�� � dimensionless coupling impedance function
�* � �t+2�k /K
� � denotes a general radian frequency
� � radian frequency of fluctuation
� � radian frequency of impeller rotation
¯ � denotes complex conjugate when placed above

˜
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Experimental Investigation of the
Fluid Motion in a Cylinder Driven
by a Flat-Plate Impeller
The flow field in a cylindrical container driven by a flat-bladed impeller was investigated
using particle image velocimetry (PIV). A range of Reynolds numbers (0.005–7200),
based on the container radius rw, were investigated using four Newtonian fluids: water
�Re=7200,6800�, 85/15 glycerin/water mixture �Re=108�, pure glycerin �Re=8�, and
corn syrup �Re=0.02,0.005�. Two impellers with a radius of 0.43rw and 0.95rw were
used to drive the flow. The 0.43rw impeller was shown to generate a vortex near the tip
of the blades. The peak magnitude of the vortices and the size of the vortices in the radial
direction decreased with increasing Reynolds number. Additionally, the vortex generated
at the high Reynolds number was unsteady with a trailing shear layer that periodically
shed vorticity into the flow field. The structure of the flow in the region between the blade
and the cylinder wall showed a Reynolds number dependence, though the two lowest
Reynolds number (0.02 and 8) flows investigated had quantitatively similar flow struc-
tures. These cases were found to have a closed region of reverse flow between the blade
tip and the cylinder wall. No recirculating flow was indicated for the Re=108 and 7200
cases. These data indicate that there may be a critical condition below which there is
little dependence in the flow structure on the Reynolds number.
�DOI: 10.1115/1.2734186�

1 Introduction
The Navy has an expressed interest in increasing the safety of

its shipboard energetic materials �i.e., explosives, propellants, py-
rotechnics�. This desire has been driven by past accidents, such as
the USS Forrestal fire. The sensitivity of an energetic material
�i.e., the response of an energetic material to external stimuli�
depends on both the components in the formulation as well as in
the production quality. Historically, work in decreasing the sensi-
tivity of an energetic material has focused on the formulation
components; however, the final mixture quality of the material can
also affect the sensitivity. For example, many energetic materials
are composed of energetic crystals �e.g., RDX or HMX� mixed in
a polymeric binder that is then cured. Research has shown that
coating individual energetic crystals reduces the sensitivity of the
crystals �1�. By extension, it is accepted that a high fraction of an
inert polymeric binder in an energetic formulation will reduce its
sensitivity, but the benefits are negated if the mixture quality is
poor and energetic crystals are clumped, touching each other, even
if only at discrete locations dispersed throughout the composite.
To increase the control over the manufacturing process and mix-
ture quality, detailed understanding of the science of the mixing
process must replace the art of the current methods.

Two methods are primarily used to manufacture energetic ma-
terials: batch �e.g., planetary mixers� and continuous systems
�e.g., twin-screw extruders�. Batch mixers, similar to food mixers,
have been the primary method for the processing of energetic
materials in the United States because they offer several advan-
tages, including the possibility for long residence times, low dam-
age potential to the energetic crystals, and the ability to add mul-
tiple ingredients relatively simply during processing. These
advantages are balanced by the inherent drawbacks to a batch-
mixing process: inconsistent mixture quality, residual voids and
fissures, lower allowed material viscosity which limits the solids

that can be loaded into the mixture, limited pot life of the material
being mixed, and the need for the use of environmentally hazard-
ous solvents.

The use of batch mixers in industrial applications has a long
history. The experimental study of these devices is, however, com-
plicated by several factors, which include rheological properties
of the fluids, complex geometries, and device scaling issues. Re-
cent interest in developing more efficient, controllable mixing
processes has focused attention on developing a better understand-
ing on the physics of these devices. To facilitate improvements in
designs and processes, both experimental and computational ap-
proaches have been utilized. The development of computational
tools is attractive in that computational tools allow for relatively
rapid and simple changes to both geometry and operating condi-
tions to determine optimal mixing protocals. However, the devel-
opment of computational tools has been hampered because of a
lack of experimental data for model development and comparative
validation.

Experimental work on planetary mixers is somewhat limited.
Zhou et al. �2� investigated, experimentally, the power consump-
tion in a double planetary mixer with Newtonian and non-
Newtonian fluids. Time-dependant measurements of power indi-
cated a dependence of the instantaneous power with the blade/
wall distance. Instantaneous torque was found to vary by up to
170% between the minimum and maximum value, indicating care
must be taken when scaling mixers up. The power curve for non-
Newtonian fluids was found to collapse to the curve for Newton-
ian fluids when the Metzner-Otto Reynolds number was used for
scaling. Tanguy et al. �3� numerically modeled the mixing process
in a twin-blade planetary mixer for fluids with a Bighman number
�Bi� ranging from 0 �Newtonian� to 40. It was concluded that the
yield stress of the fluid affected the dispersive mixing character-
istics and power consumption of the process. It was shown nu-
merically that as Bi increased the fluctuations in the power con-
sumption also increased. The cause of this behavior was inferred
to be associated with a change in flow structure.

Youcefi et al. �4� experimentally and computationally investi-
gated the effect of fluid elasticity on the flow induced by a rotating
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flat-plate impeller. In this work, pointwise measurements with a
hot film anemometer, as well as flow computations, were made in
the gap region between the blade and the cylinder walls. Torque
measurements were also made and used to determine the power
number as a function of the fluid type and Reynolds number. It
was found that the power number data collapsed onto a single
curve for all Newtonian and non-Newtonian pseudoplastic fluids
when the effective Reynolds number was used for the pseudoplas-
tic fluids. However, viscoelastic fluids did not follow the same
linear decrease in power number with increasing Reynolds num-
ber. The deviation from the Newtonian curve occurred for appar-
ent Reynolds numbers greater than Rcrit=20–28. The viscoelastic
fluids showed different velocity profiles in the gap region from
those of the Newtonian fluids, and the difference in the power
number relationship was inferred to be a result of the different
flow fields.

Recently, researchers have started to apply optical measurement
techniques to better understand the flow field in mixing devices.
Examples include Jaffer et al. �5� who applied particle image ve-
locimetry �PIV� to kneading elements in a twin-screw extruder;
Balkis and Karwe �6� who used laser doppler velocimetry �LDV�
to measure the velocity profiles in the nip and translation regions
of a twin-screw extruder; Yoon et al. �7� who investigated the flow
in a Rushton turbine using PIV. These studies have shown the
utility in applying the nonintrusive diagnostic technique to better
understand the flow fields in these devices.

Currently, there is a lack of fundamental understanding of the
fluid motions and mixing process in batch mixers. Understanding
the fluid motions and mixing characteristics in these devices is
essential to taking full advantage of available ingredients when
formulating insensitive energetic materials, as well as producing
final product with consistent properties from run to run. The cur-
rent work was undertaken in support of the development of com-
putational tools for the modeling of low Reynolds number mixing
devices. The goals of the work were to: �i� map out local flow
properties �e.g., the velocity, vorticity� to identify the fluid struc-
tures and inferred mixing potential in a simplified batch mixer, �ii�
determine the effects of Reynolds number on the flow structure,
and �iii� support the development of computational tools for the
processing of energetic materials being carried out in parallel with
this study. In the first phase of the code development motion of
Newtonian fluids in a two-dimensional �2D� flow field were to be
calculated. This phase of the code work motivated the current
work, which looks at a simple 2D flow field over a range �0.005–
7200� of Reynolds numbers.

2 Low Reynolds Number, High-Viscosity Mixing
In moderate to high Reynolds number flows, mixing is accom-

plished via the large- and small-scale motions typically associated
with turbulence. However, in the current flows under consider-
ation �i.e., highly viscous, low-speed flows� small-scale motions
are not available and mixing is a result of large-scale motion in
the flow. Most energetic materials are a mixture of solid particles
�energetic crystals, fuels, and oxidizers� with varying properties
�i.e., size, density, chemical composition, etc.� in a polymeric
binder. When mixing energetic compounds, the goal is to produce
a homogenous distribution of solid particles isolated from each
other by the polymeric binder. Mixing of multiple components
under these conditions can be broken down into two categories
�8�: dispersive and distributive mixing. In distributive mixing,
multiple ingredients are homogenized into a single uniform mix-
ture by applying high strain to the mixture. The strain increases
the interfacial area between the materials causing the mixture to
achieve uniformity. Dispersive mixing is the action of breaking
material components down into smaller particles or regions. In
this case, the reduction of particle sizes is a result of high stress
�i.e., strain rate� in the flow field. The mixing of energetic mate-
rials requires dispersive mixing to break clumps of solids ingredi-

ents into individual particles and distributive mixing to create a
homogeneous distribution within the polymeric binder.

For many polymeric materials, the types of deformations that a
material being processed experiences not only influences the dis-
persion of materials within a mixture but it can also influence the
structure and final properties of the cured polymer �9�. In order to
address this issue, three types of deformations can be defined �9�:
extensional, shear, and rotational. Historically, a single parameter
has been sought that would describe the local flow type based on
vorticity and strain. There is no agreement on a universal defini-
tion for this parameter. In this work, the definition of a flow num-
ber, which describes the type of deformation experienced locally
in the flow field, is taken from the works of Jongen �9� and As-
tarita �10� and can be defined as a ratio of the strain and vorticity
in a 2D flow as

D =
1 − R2

1 + R2 �1�

R2 =
�2

s2 �2�

In Eq. �2�, � is the vorticity and s is the rate of strain. When D
=−1, the flow is purely rotational, D=0 is a pure shear flow, and
D=1 is a purely extensional flow. Dispersive and distributive mix-
ing will be a primary result of extensional and shear flow. Rota-
tional flow does not promote interaction between regions of the
flow and is therefore ineffective in the mixing process �9�. It is
important to realize that, in addition to flow type, the residence
time and actual magnitudes �e.g., shear, shear rate� of the mixing
process also play a significant role in the final material properties.
Additionally, it should be noted that the definition of flow type is
valid for planar flow and neglects motions in the third direction.

3 Experimental Methods
Figure 1 shows a schematic of the experimental apparatus. A

clear acrylic cylindrical flat-bottomed container was constructed
with an inside radius of rw=6.93 cm. Fluid motion was generated
by a flat stainless steel blade placed in the cylinder such that the
long axis of the blade was parallel to the z-axis of the container.
The blade was positioned in the center of the bowl and rotated
about its long axis by a variable-speed DC motor. The geometry
was chosen as a simplified first-order model of a batch mixer to

Fig. 1 Schematic representation of flat-plate mixer apparatus
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provide simple, well-defined boundary conditions that could be
used to aid model development and provide validation data for the
developed computational tools.

Four Newtonian fluids, water, and 85/15 �by mass� glycerin/
water mixture, glycerin, and corn syrup were used as working
fluids. The Reynolds number was defined as Re=2�frw

2 /�, where
f is the rotational frequency of the mixing blade and rw is the
radius of the mixing bowl. Experimental parameters can be found
in Table 1. The Reynolds numbers ranged from 7200 to 0.005
while the rotational frequencies ranged from 0.24 to 0.06 Hz. Fre-
quencies were chosen for the low Reynolds number cases to mini-
mize the deformation of the free surface and prevent entrainment
of air into the fluid. Youcefi et al. �4� showed a change in the flow
structure at a Reynolds number of approximately 20 and the two
mid-Reynolds number cases �8, 108� bracket this transition. Water
was used as a reference case and provided a high Reynolds num-
ber data set. The fluid column was 17.75 cm �2.6rw� high and
open to the laboratory air on top. Two mixing plates with widths
of rb=2.99 cm �0.43rw; the “half” blade� and 6.58 cm �0.95rw; the
“full” blade� were used individually to drive the flow. The half
blade provided a similar experimental setup to that studied by
Youcefi et al. �4� and also allowed for off-center rotation in future
studies while the full blade provided direct-driving motion over
nearly the entire cylinder volume. The blades had a thickness of
0.14 cm �0.02rw� with a gap of 0.6 cm �0.09rw� between the blade
and the bottom of the container.

The 2D velocity in the fluid was measured using particle image
velocimetry �PIV� in the midplane of the fluid in the mixing bowl.
Briefly, PIV relies on seed particles in a fluid that scatter light
from a thin laser sheet created in the plane of interest. These
particles may exist within the fluid naturally or be added to the
fluid before measurements are made. The particles in the flow are
imaged twice with a short, known delay between images. The
displacement of the particles, or groups of particles, is determined
via pattern matching techniques and a local velocity vector is
calculated by dividing the displacement by the time between im-
ages. The velocity can be determined at discrete points over the
entire image, and the 2D velocity field in the plane of the laser
sheet can be assembled. Other kinematic quantities, such as vor-
ticity, strain, and stress, can then be calculated using the planar
velocity field. A detailed discussion of PIV can be found in Keane
and Adrian �11�.

In the current work, the working fluids were seeded with
10 �m silver-coated glass spheres. The settling rate of these
spheres in water was four orders of magnitude smaller than the
flow speeds investigated and could therefore be considered neu-
trally buoyant in water during the short delay times used. They
also showed no tendency to either settle or float in either glycerin
or corn syrup. Light was provided by a 4W Spectra Physics Argon
Ion laser. The mixing blades were painted with flat black paint to
reduce the reflections due to the laser sheet in the measurement
region. The laser light was pulsed using a NM Laser Products fast

mechanical shutter. This shutter had a minimum closed-open-
closed cycle time of 1 ms. This was short enough that the imaged
particles did not experience blurring during the exposure time.
Images were captured using a Cooke Corporation Sensicam-QE
CCD camera. The acquired images had a resolution of 1376
�1040 with eight bits of image depth.

The displacement of groups of particles was determined using
the direct correlation technique described in Gendrich and
Koochesfahani �12�. Each FOV was approximately 8.7 cm
�12 cm in size �0.0087 cm/pixel�. Delay times between the im-
ages ranged from 7 ms to 60 ms and were set to give maximum
displacements of nominally ten pixels. The choice of delay time
represents a compromise between maximizing dynamic range
�i.e., high �t decreases the effect of the correlation error on the
velocity measurements� and making an instantaneous, local, mea-
surement �i.e., if �t=0�. The source windows used in the correla-
tion technique were 45�45 pixels with a 50% overlap.

The flow field under investigation was periodic in nature, with
the periodicity linked to the motion of the mixing blade, which
allowed the data to be phase averaged with respect to the motion
of the blade. The blade phase, �, was defined such that 1 /2 rota-
tion was given for �=0 to 1 �i.e., � ranged from 0 to 2 for a
complete blade rotation�. This allowed data from multiple experi-
ments and multiple fields of view �FOV� to be combined to form
a single data set. For all cases, except the highest Reynolds num-
ber cases, 788 images �4 sets of 197 images� were acquired. This
resulted in �12 measurements to be averaged at each phase bin
over the measurement field. Investigation of the data showed that
these results were repeatable to better than the experimental error
at nine measurements per bin. At the highest Reynolds number,
the flow field was significantly more unsteady. At this Reynolds
number, 4925 images �25 sets of 197 images� were used. There
were �76 measurements averaged for each phase bin. These data
also collapsed to within the measurement error.

The error in the velocity measurements is limited by the ability
to measure the displacement of the particles between images. The
correlation technique used to process the data in this work is well
documented �11� and has a 95% uncertainly level of 0.1 pixel,
meaning that 95% of the measurement will be correct to better
than 0.1 pixel. Given the FOV for the images, and the delay time
between images the uncertainty in the instantaneous velocity mea-
surements was estimated to be 0.08 cm/s for the f �0.2 Hz cases
and 0.01 cm/s for the f =0.02 and 0.006 cases. The data presented
in this work are phase-averaged results. In addition to allowing
multiple experimental results to be combined, phase averaging
also reduces the measurement error in the final velocity. Phase
averaging and the combining of multiple data sets allowed mul-
tiple individual measurements to be averaged for a single mea-
surement location. This reduces the estimated error in the pre-
sented data by a factor of 2–0.04 cm/s and 0.003 cm/s,
respectively. Local vorticity was calculated using a second-order
finite difference method using the spatially nearest velocity mea-
surements. The data point spacing is assumed to be precise, and
therefore, only given the error levels in the phase-averaged veloc-
ity measurements affect the error level in the phase-averaged vor-
ticity. Vorticity error values were estimated to be 0.38 s−1 and
0.16 s−1 for the high- and low-frequency cases, respectively.

All data presented in this work are from PIV measurements
taken at the midheight of the fluid column. Data not shown here
indicated that the flow field was independent of the z location over
the middle half of the mixing blade.

4 Results and Discussion

4.1 Phase Averaged Velocity and Vorticity, “Half Blade.”
Figure 2 shows the vorticity and vector fields at �=0.008 for the
Re=0.02, 109, and 6800 half-blade cases. Related velocity and
vorticity profiles are shown in Fig. 3. In all cases, a vortex was
observed at the tip of the mixing blade that rotated with the blade

Table 1 Experimental parameters

Fluid

Impeller radius
rb

�cm�

Imp. freq.
f

�hz�
�

�m/s2� Re

Water 6.58 0.240 1.0�10−6 7200
Water 2.99 0.226 1.0�10−6 6800
85/15
Glycerin/water

6.58 0.243 6.77�10−5 108

85/15
Glycerin/water

2.99 0.246 6.77�10−5 108

Glycerin 6.58 0.243 9.13�10−4 8
Glycerin 2.99 0.236 9.13�10−4 8
Corn syrup 6.58 0.0182 0.114 0.005
Corn syrup 2.99 0.0613 0.114 0.02
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as it swept through the cylinder. The structure of these vortices
was observed to be a function of the Reynolds number. At Re
=6800, a concentrated, locally maximum area of vorticity was

observed very near the tip of the blade with a region of vorticity
trailing behind the vortex. Instantaneous data, not shown here,
indicated that the vorticity in the trailing shear layer was unsteady

Fig. 2 Phase-averaged vorticity and velocity vectors for the low, mid, and high Reynolds number cases, half blade. Lined
contours show Š�z‹rw /Vw= ±1,2,3. . .. Blade rotation is in the counterclockwise direction.
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Fig. 3 Phase-averaged tangential velocity and vorticity profiles for the half-blade cases. Blade position
„black line… shown schematically with respect to profile location „dashed…. Blade tip location indicated by
dashed line in plot. Dashed-dotted line in plot is linear velocity profile based on rotational frequency and
radial location. Error levels indicated by symbol size.
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and would periodically shed into the surrounding flow field. At
Re=109, a compact region of vorticity was again observed at the
tip of the blade though it extended further in the radial direction
toward the cylinder wall. A trailing shear layer was also observed
though it was thicker and had lower magnitudes than was ob-
served at Re=6800. At Re=0.02, there was no trailing vorticity
layer observed. The vortex appeared to be nearly symmetric about
the blade tip and extended furthest, radially, of all cases.

Along the blade surfaces, the Re=6800 case shows asymmetry
between the leading and trailing surfaces of the mixing blade. This
asymmetry was not as pronounced for either the Re=109 or 0.02
cases. At Re=6800, a region of high vorticity �at x�0.1rw, y�
−0.1rw� lifted away from the blade surface on the trailing surface,
indicating the flow may have separated from the blade surface.
This separated region was observed to rotate with the blade. In-
stantaneous measurements not shown here also indicated that the
vorticity in this region was also unsteady.

The velocity vector fields indicate that the flow structure
changed as the Reynolds number changed. Streamlines for the
Re=0.02 case show a closed recirculation region between the tip
of the mixing blade and the cylinder wall. Note that the coordinate
system was fixed in the laboratory frame of reference. The stream-
lines in the gap region were found to curve in towards the blade
for this case. Within the region of the flow that the blade sweeps
through �x ,y�0.43rw�, the streamlines appear to be nominally
circular with some stretching in the direction perpendicular to the
mixing blade. The Re=109 case shows the streamline curvature
near the blade tip as was observed at Re=0.02; however, it was
much less pronounced and no closed recirculation region was ob-
served. Within the sweep of the blade, the streamlines appear
flatter above and below the blade resulting in nominally oval,
rather than round, patterns. The Re=6800 case showed no inward
curvature of the streamlines near the blade tip. Within the blade
sweep area, the streamline patterns were asymmetric.

Tangential velocity and vorticity profiles are shown in Fig. 3 for
four different phases. The blade position relative to the profile
location is shown schematically in Fig. 3 for each phase consid-
ered. It is instructive to note that the Re=0.02 and Re=8 cases
showed very little difference in either the tangential velocity or
vorticity profiles though small differences were observed in the
tangential velocity profiles for �=0.508 and 0.758 near the loca-
tion of the peak tangential velocity �x�0.35rw�. This result indi-
cates the flow structure may not be Reynolds number dependent
below a certain threshold value.

For �=0.008, the flow on the upstream side of the mixing blade
varied linearly with the x position matching the blade rotational
speed as expected. The linear profile did not extend to the tip of
the blade for any of the cases, though it did extend slightly further
out for the Re=6800 and 109 cases with slightly higher maximum
tangential flow speeds observed. All cases showed a similar initial
decrease in the tangential velocity beyond the blade tip �0.43rw

�x�0.5rw�. Beyond that point, the profiles show a Reynolds
number dependency. At the Re=8 and 0.02, the tangential velocity
was negative for x	0.77rw, returning to zero at the wall consis-
tent with the observed vector fields. Beyond x�0.5rw, the Re
=109 case displayed a nominally linear decrease toward zero at
the wall. A linear decrease in the tangential velocity was also
observed for the Re=6800 case beyond x�0.5rw though it was a
slower decrease than was observed for the Re=109 case. At x
�0.9rw, the decrease in the velocity profile became more rapid as
the effects of the wall boundary layer were encountered. These
data illustrate the decreasing importance of the fluid viscosity in
the flow field as the Reynolds number increased.

The data in Fig. 3 for �=0.008 are in qualitative agreement
with the calculated results of Youcefi et al. �4�, which showed
evidence of a recirculating region at a Reynolds number of 4 but
not 40. Note that Youcefi et al. �4� defined the Reynolds number

using the plate radius �0.5rw� rather than the cylinder radius.
Numbers reported in this work are converted to the current defi-
nition for consistency. The profile at Re
40 is qualitatively simi-
lar to the profile shown here for the Re
109 case of the current
work.

Constant vorticity was observed for the Re
0.02, 8, and 109
cases along the blade ��=0.008�, indicating that the flow experi-
enced solid body rotation near to the blade surface for these cases.
The Re
6800 case showed both significantly higher vorticity
magnitudes and increasing vorticity magnitudes along the blade
over the central half the blade length. After this point, the vorticity
levels decreased as the tip of the blade was approached. This
result was consistent with the lifting of the vorticity layer from the
blade surface shown in Fig. 2. The magnitude of the peak vorticity
value in the tip vortex decreased by 20% �from 3.05 to 2.39� as
the Reynolds number increased. The radial extent of the tip vortex
also decreased with increasing Reynolds number. The Re
0.02
and 8 cases showed slight positive vorticity at the wall due to the
reverse flow.

The velocity profiles for the other phases shown deviate from
the linear profile shown for �=0.008. The peak tangential speeds
dropped for all cases, and the location of the peak moved toward
the center of rotation for the Re
6800 case. The data at �
=0.508 for the Re
8, 109 cases agree qualitatively with the
Youcefi et al. �4� calculations at similar Reynolds numbers. The
results do show some difference in the peak tangential velocity,
which was lower in the current work. The shorter blade in the
current work may explain this difference. It was interesting to note
that the vorticity in the wall boundary layer showed only slight
variation in magnitude after the blade tip passes �i.e., ��0.008�.

4.2 Phase-Averaged Velocity and Vorticity, “Full Blade”.
Phase-averaged vorticity and velocity vectors for the full blade are
shown in Fig. 4. Line profiles of the tangential velocity and vor-
ticity at four phases in the cycle are shown in Fig. 5. The Rey-
nolds number dependence of the flow is clear in these figures. The
separation of the vorticity along the blade was again evident for
the Re
7200 case, and the flow field was asymmetric about the
mixing blade �Fig. 4�. The Re
108 case showed a radial variation
in the vorticity along the blade observable in both the contour
maps of Fig. 4 and the vorticity profile in Fig. 5 at �=0.008. The
highest vorticity was located further out �x�0.65rw� compared to
the Re
7200 case �x�0.5rw�. The vorticity along the blade at
Re
0.005 was found to be nearly symmetric about the leading
and following sides of the blade.

The vorticity near the cylinder walls showed a progressively
decreasing peak level and an increasing penetration into the flow
field with decreasing Reynolds number �Figs. 4 and 5�. At Re

7200, the high vorticity �with nondimensional vorticity levels of
�−10� was limited to a thin area �0.09rw�, approximately the size
of the gap between the blade tip and the wall, and appeared to
persist at nearly the same thickness along the entire circumference
of the cylinder wall. While the peak wall vorticity value was ob-
served at �=0.008 ��12�, for this case the magnitude of the vor-
ticity near the wall decreased only slightly at other phases from
�8 at �=0.258 to �6 at �=0.758. The wall boundary layer has a
different structure for the other Reynolds number cases. While the
wall boundary layer also persisted around the circumference of
the container, the vorticity levels were lower for the Re
109 and
0.005 cases, compared to the high Re case. In both the Re
109
and 0.005 cases, the wall boundary layer was thinnest at the tip of
the blade and thickened on either side of the blade.

4.3 Time-Averaged Velocity and Vorticity. The mean veloc-
ity and vorticity fields are shown in Fig. 6. The high Reynolds
number case showed distinct stages in the average tangential ve-
locity profiles with clear transition points �Fig. 6�a��. In contrast,
the low Reynolds number cases show smooth velocity profiles
with no distinct transitions in the profile functionality. The half-
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blade cases have a peak tangential velocity at nominally the same
radial location, x=0.37rw, though the peak magnitude for the Re

0.02 and 8 cases were 13% lower. The location of the peak

tangential velocity for the full-blade cases did not coincide spa-
tially as was noted for the half-blade cases. The location of the
peak tangential velocity was found at x=0.58rw for Re
0.005 and

Fig. 4 Phase-averaged vorticity and velocity vectors for the low, mid, and high Reynolds number cases, full blade. Lined
contours show Š�z‹rw /Vw= ±1,2,3. . .. Blade rotation is in the counterclockwise direction.
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Fig. 5 Phase-averaged tangential velocity and vorticity profiles for the full-blade cases. Blade position
„black line… shown schematically with respect to profile location „dashed…. Blade tip location indicated by
dashed line in plot. Dashed-dotted line in plot is linear velocity profile based on rotational frequency and
radial location. Error levels indicated by symbol size.
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8, at 0.65rw for Re
108 and x=0.79rw for Re
6800. The high
Reynolds number cases for both the full- and half-blades showed
a rapid decrease in the tangential velocity near the wall, indicating
the presence of a distinct wall boundary layer. The lower Rey-
nolds number cases �Re
0.005, 0.02, 8, 109� showed a more
gradual decrease in the tangential velocity to zero at the wall with
no apparent rapid decrease, as was evident for the high Reynolds
number case.

The phase-averaged vorticity field data indicated that the flow
along the mixing blade had separated at high Reynolds number
�Figs. 2 and 5�. Evidence of the separation persists in the mean
vorticity profiles and was indicated by the two local maximum in
the vorticity profiles observed at high Reynolds number. The av-
erage vorticity magnitudes were higher in the wall region for the
high Reynolds number cases when compared to the low Re cases.
The half-blade cases showed mean vorticity very close to zero in
the region between the blade tip and the wall. Only the Re
6800
case showed a significant mean vorticity near the wall.

4.4 Flow-Type Characterization. The flow number was cal-
culated for both the half and full blades at the lowest Reynolds
number using Eqs. �1� and �2�. For �=0.008, the flow types indi-

Fig. 7 Flow type for the lowest Re cases. Phase indicated.
Dashed line indicates mixing blade tip location.

Fig. 6 Average tangential velocity and vorticity. Blade tip loca-
tion indicated by dashed line. Linear velocity profile shown by
solid black line in velocity profile plot.

Journal of Fluids Engineering JUNE 2007, Vol. 129 / 745

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



cated solid body rotation along the profile except at the blade tip
for the half-blade case and in the wall boundary layer region for
both the half- and full-blade cases �Fig. 7�. In these regions, the
flow type was found to be extensional �D=1�, though the flow
number was tending toward D=0 �shear� in the boundary layer. At
other phases, the transition point between the purely rotational
flow and the shear and/or extensional flow moved towards the
center of rotation. The half-blade case always transitioned from
rotational flow closer to the center of rotation than the full-blade
case did, indicating it was a better mixer.

The flow number was also calculated for mean field and is
shown in Fig. 8. Both cases show solid body rotation initially;
however, the region of rotation for the full blade cases extended
further into the flow field. The half-blade case changed flow type
to extensional flow at the tip of the blade and remained exten-
sional over the range 0.4�x /rw�0.68. For x /rw	0.68, the flow
transitioned to a shear flow at the wall. The full-blade case tran-
sitioned to an extensional flow at x /rw�0.64 and remained exten-
sional for x /rw�0.8 after which it changed to a shear flow as the
wall was approached.

5 Conclusions
In this work the flow in a cylindrical container, driven by the

rotation of flat plates, was investigated using particle image ve-
locimetry. Data for two different blade widths �0.43rw and 0.95rw�
and four different Newtonian fluids �water, 85/15 water/glycerin
mixture, glycerin, and corn syrup� were taken. The different fluids
permitted an experimental Reynolds number range of 0.005–7200
to be investigated. The line profiles of the tangential velocity were
in good agreement with the results of Youcefi et al. �4�. The whole
field data in this work however permitted the flow structure to be
investigated and clarified the differences observed as the Reynolds
number changed. The results showed that the flow structure was
similar between the two lowest Reynolds number cases but dif-
fered as a function of Reynolds number for the higher Reynolds

number cases. The results indicate that there may be a critical
Reynolds number below which the flow structure dependence on
the Reynolds number is minimal. All cases showed a vortex was
developed at the tip of the rotating plate for the half-blade cases
though the peak magnitude and size of these vortices decreased
with increasing Reynolds number. Recirculating flow was ob-
served for the two lowest Reynolds number half-blade cases. In
these cases the sign of the vorticity in the region of the wall
changed because of the closed recirculation region, indicating
separation of the flow along the cylinder surface.

The data showed that the vorticity along the mixing blade lifted
from the downstream surface at the highest Reynolds number
case. The separated flow was unsteady and shed vorticity into the
flow field. The wall boundary layer was more compact with higher
magnitudes at high Reynolds number compared to the other cases.

The flow-type calculations showed that there was a large region
of solid-body rotation for both the full- and half-blade cases. The
region of solid-body rotation was larger for the full-blade case.
The half-blade case showed extensional and shear flow types over
65% of the cylinder diameter while the full-blade case showed the
extensional and shear flow over only 35% of the diameter. The
results indicate that the half blade represents a potentially more
effective mixer than the full blade.
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Effect of Turbulence Intensity and
Periodic Unsteady Wake Flow
Condition on Boundary Layer
Development, Separation, and
Reattachment Along the Suction
Surface of a Low-Pressure
Turbine Blade
This paper experimentally investigates the individual and combined effects of periodic
unsteady wake flows and freestream turbulence intensity (FSTI) on flow separation along
the suction surface of a low-pressure turbine blade. The experiments were carried out at
a Reynolds number of 110,000 based on the suction surface length and the cascade exit
velocity. The experimental matrix includes freestream turbulence intensities of 1.9%,
3.0%, 8.0%, and 13.0%, and three different unsteady wake frequencies with the steady
inlet flow as the reference configuration. Detailed boundary layer measurements are
performed along the suction surface of a highly loaded turbine blade with a separation
zone. Particular attention is paid to the aerodynamic behavior of the separation zone at
different FSTIs at steady and periodic unsteady flow conditions. The objective of the
research is (i) to quantify the effect of FSTIs on the dynamics of the separation bubble at
steady inlet flow conditions and (ii) to investigate the combined effects of Tuin and the
unsteady wake flow on the behavior of the separation bubble. �DOI: 10.1115/1.2734188�

Introduction
The continuous improvement of efficiency and performance of

the low-pressure turbine component �LPT� has motivated industry
and research communities to intensify the LPT aerodynamics re-
search efforts. The efforts have been encompassing a wide variety
of different research approaches, such as steady and unsteady cas-
cade aerodynamics research and rotating turbine research. The
research has contributed to better understanding the LPT flow
physics, resulting in a state-of-the-art LPT design with a reduced
number of blades without substantially sacrificing the efficiency
of the LPT blading. This reduction contributes to an increase in
thrust/weight ratio, thus, reducing the fuel consumption. Contrary
to the high-pressure turbine �HPT� stage group that operates in a
relatively high Reynolds number environment, dependent on op-
eration conditions, the LPT experiences a variation in Reynolds
numbers ranging from 50,000 to 250,000. Since the major portion
of the boundary layer, particularly along the suction surface, is
laminar, the low Reynolds number in conjunction with the local
adverse pressure gradient makes it susceptible to flow separation,
thus, increasing the complexity of the LPT boundary layer aero-
dynamics. The periodic unsteady nature of the incoming flow as-
sociated with wakes that originate from upstream blades substan-
tially influences the boundary layer development, including the
onset of the laminar separation, the extent of the separation
bubble, and its turbulent reattachment. Although the phenomenon
of the unsteady boundary layer development and transition in the
absence of the separation bubbles has been the subject of intensive

research that has led to better understanding the transition phe-
nomenon, comprehending the multiple effects of mutually inter-
acting parameters on the LPT boundary layer separation and their
physics still requires more research.

Lou and Hourmouziadis �1� investigated the mechanism of
separation, transition, reattachment, and the effect of oscillating
inlet flow conditions on laminar boundary layer separation along a
flat plate under a strong negative pressure gradient, which was
similar to the LPT pressure gradient. This was simulated by con-
touring the top wall. They studied the Reynolds number effect on
the transition region. Their results showed that the higher Rey-
nolds numbers cause an earlier transition and reduction of the
transition length, while the separation point does not change its
location. Kaszeta et al. �2� experimentally investigated the
laminar-turbulent transition aspect within a channel with the side-
walls resembling the suction and pressure surfaces of an LPT
blade. Using the top wall contouring as in �1� Volino and Hultgren
�3� performed an experimental study and measured the detailed
velocity along a flat plate that was subjected to a similar pressure
gradient as the suction side of a low-pressure turbine blade. They
also stated that the location of the boundary layer separation does
not strongly depend on the Reynolds number or freestream turbu-
lence level as long as the boundary layer remains nonturbulent
before separation occurs. Furthermore, they showed that the ex-
tent of the transition is strongly dependent on the Reynolds num-
ber and turbulence intensity.

Using the surface-mounted hot-film measurement technique,
Brunner et al. �4�, Cardamone et al., �5�, Schröder �6�, and
Haueisen et al. �7� documented strong interactions between the
wakes and the suction surface separation bubble on the LPT
blades both in wind-tunnel cascade tests and in a turbine rig.
Furthermore, they investigated the boundary layer transition under
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the influence of the periodic wakes along the LPT surface and
found that the interaction of the wake with the boundary layer
greatly affects the loss generation. Shyne et al. �8� performed an
experimental study on a simulated low-pressure turbine. The ex-
periments were carried out at Reynolds numbers of 100,000 and
250,000 with three levels of freestream turbulences. They indi-
cated that the transition onset and the length are strongly depen-
dent on the freestream turbulence. As the freestream turbulence
increases, the onset location and the length of the transition are
decreased. Van Treuren et al. �9� performed an experimental study
along an LPT surface at the very low Reynolds number of 25,000
and 50,000 with different freestream turbulence levels. They
showed that a massive separation at the very low Reynolds num-
ber of 25,000 is persistent in spite of an elevated freestream tur-
bulence intensity. However, at the higher Reynolds number of
50,000, there was a strong separation on the suction side for the
low freestream turbulence level. The separation bubble was elimi-
nated for the higher freestream turbulence level of 8–9 %. The
investigations by Halstead et al. �10� on a large-scale LP turbine
uses surface-mounted hot films to acquire detailed information
about the quasi-shear stress directly on the blade surface. Investi-
gations by Cardamone et al. �5� and Schröder �7� indicate that the
benefit of the wake–boundary layer interaction can be used for the
design procedure of modern gas turbine engines with a reduced
LPT blade number without altering the stage efficiency.

Recent comprehensive experimental studies by Schobeiri et al.
�11� and Schobeiri and Öztürk �12� investigated the physics of the
inception, onset, and extent of the separation bubble along a low-
pressure turbine blade periodic under unsteady inlet flow condi-
tion. Surface pressure measurements were performed at Re
=50,000, 75,000, 100,000, and 125,000. Increasing the Reynolds
number up to 125,000 has resulted in no major changes to the
surface pressure distribution. The investigation reported in �11�
showed that the unsteady wake flow with its highly turbulent vor-
tical core traveling over the separation region caused a periodic
contraction and expansion of the separation bubble. It was pro-
posed that, in conjunction with the pressure gradient and periodic
wakes, the temporal gradient of the turbulence fluctuation, or
more precisely the fluctuation acceleration �vrms/�t provides a
higher momentum and energy transfer into the boundary layer,
energizing the separation bubble and causing it to partially or
entirely disappear. Increasing the passing frequency associated
with a higher turbulence intensity further reduced the separation
bubble height �12�. Continuing the LPT research, Öztürk et al.
�13� investigated the effect of Reynolds number and periodic un-
steady wake flow condition on boundary layer development, sepa-
ration, and reattachment along the suction surface of a low-
pressure turbine blade. They also provided insight into the
intermittent behavior of the separated boundary layer along the
suction surface of a low-pressure turbine blade under periodic
unsteady flow conditions �14�.

Zhang and Hodson �15� investigated the combined effects of
surface trips and unsteady wakes on the boundary layer develop-
ment along the suction surface of a different type of LPT blade
�T106C�. They reported that the incoming wakes were not strong
enough to periodically suppress the large separation bubble on the
smooth suction surface of the T106C blade. Therefore, they ar-
gued that the profile loss is not reduced as much as one might
expect. However, they found that the combined effects of the sur-
face trip and unsteady wakes further reduce the profile losses.
Zhang et al. �16� continued the above investigations with the em-
phasis on separation and transition control on an aft-loaded tur-
bine blade at low Reynolds numbers.

A series of recent papers by Soranna et al. �17�, Chow et al.
�18�, and Uzol et al. �19�, dealing with the effect of wake impinge-
ment and its turbulence structure on the velocity field around lead-
ing and trailing edges of a rotor blade operating downstream of a

row of inlet guide vanes �IGV�, emphasizes the need for better
understanding the physics of interaction of wakes with blade sur-
face and main turbine flow structure.

Parameters that substantially affect the stability of the suction
surface laminar flow, laminar-turbulent transition, onset and extent
of the separation zone, and turbulent reattachment can be summa-
rized as unsteady wakes, Re number, turbulence intensity, and
surface roughness. Studies in �11–15� showed that the impinge-
ment of unsteady wakes on the separation zone triggers a periodic
process of contraction, suppression, and recovery of the separation
zone. However, it does not completely prevent its generation. As
extensively discussed in �11–15�, the dynamic process of contrac-
tion and suppression of the separation zone is caused by an inten-
sive exchange of momentum and energy from the main flow out-
side the boundary layer into the separation zone, thus, periodically
energizing the boundary layer. Once the wake has passed over the
separation zone, the bubble begins to recover and the process
repeats periodically. This indicates that the combination of wake
impingement and higher turbulence intensity may result in a com-
plete suppression of the separation bubbles.

The objective of the present paper is to investigate the indi-
vidual and combined effects of periodic unsteady flow and
freestream turbulence intensity �FSTI� on the aerodynamics of a
highly loaded turbine blade. Detailed boundary layer measure-
ments are performed along the suction surface of a highly loaded
turbine blade with a separation zone. Particular attention is paid to
the aerodynamics of the separation zone at different FSTIs at
steady and periodic unsteady flow conditions. Systematic, experi-
mental investigations involve the following tasks: �i� variation of
the unsteady wake frequency parameter in the absence of high
turbulence intensity, �ii� variation of turbulence intensity param-
eter in the absence of unsteadiness, and �iii� combination of both
parameters, namely, the unsteadiness and turbulence.

Experimental Research Facility
To investigate the effect of unsteady wake flow on turbine and

compressor cascade aerodynamics, particularly on unsteady
boundary layer transition, a multipurpose large-scale, subsonic re-
search facility was designed and has been in operation since 1993.
The research facility consists of a large centrifugal compressor,
diffuser, settling chamber, nozzle, an unsteady wake generator,
and a turbine cascade test section as shown in Fig. 1. The com-
pressor, with a volumetric flow rate of 15 m3/s, is capable of
generating a maximum mean velocity of 100 m/s at the test sec-
tion inlet. The settling chamber consists of five screens and one
honeycomb flow straightener to control the uniformity of the flow.

Wake Generator. A two-dimensional periodic unsteady inlet
flow is simulated by the translational motion of an unsteady wake
generator �see Fig. 2� with a series of cylindrical rods attached to
two parallel operating timing belts driven by an electric motor. To
simulate the wake width and spacing that stems from the trailing
edge of rotor blades, the diameter and number of rods can be
varied. The rod diameter, its distance from the LPT blade leading
edge, the wake width, and the corresponding drag coefficient, are
chosen according to the criteria outlined by Schobeiri et al. �20�.
The belt-pulley system is driven by an electric motor and a fre-
quency controller. The wake-passing frequency is monitored by a
fiber-optic sensor. The sensor also serves as the triggering mecha-
nism for data transfer and its initialization, which is required for
ensemble averaging. This type of wake generator produces clean,
two-dimensional wakes whose turbulence structure, decay, and
development is, to a great extent, predictable �20�.

To account for a high flow deflection of the LPT cascade, the
entire wake generator and test section unit, including the travers-
ing system, was modified to allow a precise angle adjustment of
the cascade relative to the incoming flow. This is done by a hy-
draulic platform that simultaneously lifts and rotates the wake
generator and test section unit. The unit is then attached to the
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tunnel exit nozzle with an angular accuracy of �0.05 deg, which
is measured electronically. The special design of the facility and
the length of the belts �Lbelt=4960 mm� enables a considerable
reduction of the measurement time. For the present investigation,

two clusters of rods with a constant diameter of 2 mm are at-
tached to the belts, as shown in Fig. 2. The two clusters, with
spacings SR=160 mm and SR=80 mm, are separated by a distance
that does not have any rods, thus, simulating steady-state case
�SR=��. Thus, it is possible to sequentially measure the effect of
three different spacings at a single boundary layer point. To
clearly define the influence domain of each individual cluster with
the other one, the clusters are arranged with a certain distance
between each other. Using the triggering system mentioned above
and a continuous data acquisition, the buffer zones between the
data clusters are clearly visible. The data analysis program cuts
the buffer zones and evaluates the data pertaining to each cluster.
Comprehensive preliminary measurements were carried out to
make sure that the data were exactly identical to those when the
entire belt length was attached with rods of constant spacing,
which corresponded to each individual cluster spacing. The un-
steady data were taken by calibrated, custom designed, miniature,
single hot wire probes. At each boundary layer position, samples
were taken at a rate of 20 kHz for each of 100 revolutions of the
wake generator. The data were ensemble averaged with respect to
the rotational period of the wake generator. Before final data were
taken, the number of samples per revolution and the total number
of revolutions were varied to determine the optimum settings for
convergence of the ensemble-averaged results.

Grid-Generated Turbulence Characteristics. Three different
turbulence grids were manufactured for producing inlet turbulence
intensities of 3.0%, 8.0%, and 13.0%. The grids consist of square
shaped aluminum rods with the thickness GT and opening GO

Fig. 1 Turbine cascade research facility with the components and the adjustable test section

Fig. 2 Wake generator „left…, generated velocity distributions
„right…
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given in Table 1. The grids were subsequently installed upstream
of the wake generator, parallel to the plane of the cascade blade
row with the distance form cascade leading edge GLE defined in
Table 1. The turbulence intensity values were measured at the
cascade inlet with the location from the cascade leading edge
listed in Table 1. An adequate description of the inlet flow condi-
tion requires, in addition to the time-dependent velocity distribu-
tion and freestream turbulence intensity, the information about the
turbulence length scale. To document the turbulence length scales,
one-dimensional power spectra of the velocity fluctuations were
measured using a single-wire probe. The spectral measurements
used 20,000 data points at 20 kHz �low-pass filtered at 10 kHz�.
From these data, the integral length scale � was calculated for
each turbulence grid using the relations developed by Hinze �21�
and the power density values were extrapolated to the frequency
f =0. The results of these calculations presented in Table 1 indi-
cate a decrease in length scale with increasing the freestream tur-
bulence intensity.

Cascade Test Section. The cascade test section shown in Fig.
1, located downstream of the wake generator, includes five LPT
blades with a height of 200.0 mm and the chord of 203.44 mm, as
shown in Fig. 3. For boundary layer investigations, five identical
“Pak B” airfoils, designed by Pratt & Whitney, were implemented
whose cascade geometry is given in Table 1. The blade geometry
resembles the essential feature, such as the laminar boundary layer
separation that is inherent to typical LPT blades. The blade geom-
etry was made available to NASA researchers and academia to
study the specific problems of LPT flow separation, its passive
and active control, and its prevention. As shown in �22�, this blade
number is necessary and sufficient to secure a spatial periodicity
for the cascade flow. The periodicity is noted in the pressure dis-
tribution of the second and fourth blades for steady and unsteady
flow conditions. These blades were specially manufactured for
measurement of pressure and showed identical pressure distribu-
tions. A computer-controlled traversing system is used to measure
the inlet velocities and turbulence intensities, as well as the
boundary layers on suction and pressure surfaces. The traversing
system �see Fig. 3� was modified to allow the probe to reach all
streamwise positions along the suction and pressure surfaces. The
three-axis traversing system is vertically mounted on the Plexiglas
sidewall. Each axis is connected to a DC-stepper motor with an
encoder and decoder. The optical encoder provides a continuous
feedback to the stepper motor for accurate positioning of the
probes. The system is capable of traversing along the suction and
pressure surfaces in small steps up to 1 �m, and the third axis is

capable of rotating with an angular accuracy of �0.05 deg, which
is specifically required for boundary layer investigations where
the measurement of the laminar sublayer is of particular interest.

A detailed description of instrumentation, data acquisition, and
data reduction is found in previous papers �11–14�.

Table 2 Uncertainty analysis for velocity measurement and Re
number

V
�m/s� Re

�V /V
�%�

�Re/Re
�%�

3.6 110,000 3.939 2.361
4.9 150,000 2.127 1.684
8.16 250,000 0.772 1.362

Fig. 3 Turbine cascade research facility with three-axis tra-
versing system

Table 1 Parameters of turbine cascade test section

Parameters Values Parameters Values

Inlet velocity Vin=3.6,4.9,8.16 m/s Inlet turbulence intensity FSTI=1.9%
Rod translational speed U=5.0 m/s Blade Re-number Ress=110,000
Nozzle width W=200.0 mm Blade height hB=200 mm
Blade chord c=203.4 mm Cascade solidity �=1.248
Blade axial chord cax=182.85 mm Zweifel coefficient �A=1.254
Blade suction surface length Lss=270.32 mm Cascade angle �=55°
Cascade flow coefficient 	=0.80 Cascade spacing SB=163 mm
Cascade inlet flow angle 
1=0° Cascade exit flow angle 
2=90°
Rod diameter DR=2.0 mm Rod distance to lead. edge LR=122 mm
Cluster 1 �no rod, steady� SR=4 mm �-parameter steady case �=0.0
Cluster 2 rod spacing SR=160.0 mm �-parameter for cluster 1 �=1.59
Cluster 3 rod spacing SR=80.0 mm �-parameter for cluster 2 �=3.18
Turbulence grid TG1 GT=6.35 mm Grid Opening GO=77% FSTI=3.0%
Turbulence grid TG2 GT=9.52 mm Grid Opening GO=55% FSTI=8.0%
Turbulence grid TG3 GT=12.7 mm Grid Opening GO=18% FSTI=13.0%
Length scale for no grid �=41.3 mm Length scale for TG1 �=32.5 mm
Length scale for TG2 �=30.1 mm Length scale for TG3 �=23.4 mm
Grid distance from leading edge GLE=160 mm
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Uncertainty Analysis
The Kline and McClintock �23� uncertainty analysis method

was used to determine the uncertainty of the flow quantities de-
scribed in this paper. The uncertainties in velocity for the single-
wire probe after data reduction and the Re numbers are given in
Table 2. As shown, the uncertainty in the velocity increases as the
flow velocity decreases. This is due to the uncertainty of the pneu-
matic pressure transducer at lower pressure during the calibration.
The Re-number uncertainty exhibits similar behavior. It is worth
nothing that the relatively minor Re changes caused by the uncer-
tainty have only a minor influence on boundary layer develop-
ment, separation, and reattachment as documented in �13�.

Table 3 shows the uncertainties of the pressure coefficient Cp,
the momentum thickness �2, and the form parameter H12 for three
different Re numbers. Table 4 exhibits the uncertainties of FSTIs

at Re=110,000, 150,000, and 250,000. As described in the caption
for Table 4, for each Re number, the corresponding FSTI uncer-
tainty can be found.

Results and Discussion
Detailed surface pressure and boundary layer measurements

were performed at a suction surface Reynolds number of ReLSS
=110,000. This Reynolds number, which pertains to a typical
cruise operation, is a representative value within the LPT operat-
ing range between 75,000 and 400,000 as discussed by Hourmou-
ziadis �24�. Furthermore, it produces separation bubbles that can
be accurately measured by miniature hot wire probes. For the
Reynolds number of 110,000 with an FSTI of 1.9%, three differ-
ent reduced frequencies were examined. For generation of the
unsteady wakes, cylindrical rods with the diameter of dR=2 mm

Table 3 Uncertainty analysis for pressure coefficient Cp,
boundary layer momentum thickness �2 and form parameter
H12.

V
�m/s� Re

�Cp /Cp
�%�

��2 /�2
�%�

�H12/H12
�%�

3.6 110,000 2.205 2.463 2.176
4.9 150,000 2.057 1.985 1.823
8.16 250,000 0.693 1.087 0.957

Table 4 This table shows uncertainty values for each corre-
sponding Re number and freestream turbulence intensity FSTI
„%…. As an example, for Re=110,000 and FSTI=1.9%, the uncer-
tainty is TFSTI/FSTI „%…=0.577.

Re/FSTI
�%� 1.9 3 8 13

110,000 0.577 0.367 0.142 0.093
150,000 0.229 0.146 0.058 0.04
250,000 0.137 0.087 0.033 0.021

Fig. 4 Static pressure distributions at Re=110,000 and re-
duced frequencies �=0, 1.59, 3.18 „no rod, 160 mm, 80 mm…,
SS�separation start, SE�separation end

Fig. 5 „a–d…. Time-dependent ensemble-averaged velocities and fluctuations for Re=110,000 at a constant loca-
tion s /s0=3.36 mm inside the bubble for different inlet turbulence intensities ranging from 1.9% to 13%
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were chosen to fulfill the criterion that requires the generation of a
drag coefficient CD that is approximately equal to the CD of the
turbine blade, with the chord and spacing given in Table 1 �for
details, look for the studies in �20,25��.

To accurately account for the unsteadiness caused by the fre-
quency of the individual wakes and their spacings, the flow ve-
locity, and the cascade parameters, a reduced frequency � is de-
fined that includes the cascade solidity �, the flow coefficient 	,
the blade spacing SB, and the rod spacing SR. Many researchers
have used Strouhal numbers as the unsteady flow parameter,
which only includes the speed of the wake generator and the inlet
velocity. However, the currently defined reduced frequency � is
an extension of Strouhal numbers in the sense that it incorporates
the rod spacing SR and the blade spacing SB in addition to the inlet
velocity and wake generator speed.

Surface Pressure Distributions. For the Reynolds number of
110,000 with an FSTI of 1.9%, three different reduced frequen-
cies, namely, �=0.0, 1.59, and 3.18, are applied that correspond
to the rod spacings SR=80 mm, 160 mm, and �. The time-
averaged pressure coefficients in Fig. 4 show the results of the
steady case and two unsteady cases along the suction and pressure
surfaces. The pressure signals inherently signify the time-

averaged pressure because of the internal pneumatic damping ef-
fect of the connecting pipes to the transducer. The noticeable de-
viation in pressure distribution between the steady and unsteady
cases, especially on the suction surface, is due to the drag forces
caused by the moving rods. The drag forces are imposed on the
main stream and cause momentum deficiencies that lead to a re-
duction of the total and static pressure. The suction surface �upper
portion� exhibits a strong negative pressure gradient. The flow
accelerates at a relatively steep rate and reaches its maximum
surface velocity, which corresponds to the minimum Cp=−3.6 at
s / so=0.48. Passing through the minimum pressure, the fluid par-
ticles within the boundary layer encounter a positive pressure gra-
dient that causes a sharp deceleration until s /so=0.55 has been
reached. This point signifies the beginning of the laminar bound-
ary layer separation and the onset of a separation bubble. As seen
in the subsequent boundary layer discussion, the separation
bubble characterized by a constant Cp plateau extends up to
s /so=0.74, thus, occupying more than 19% of the suction surface
and constituting a large separation. Passing the plateau, the flow
first experiences a second sharp deceleration indicative of a pro-
cess of reattachment followed by a further deceleration at a mod-
erate rate. On the pressure surface, the flow decelerates at a very

Fig. 6 Distribution of time-averaged velocity „a… and turbulence fluctuation root mean square „rms… „b… along the suction
surface for steady case �=0 „SR= � … and unsteady cases �=1.59 „SR=160 mm… and S=3.18 „SR=80 mm… at Re=110,000 and
FSTI=1.9% „without grid…
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slow rate, reaches a minimum pressure coefficient at s /so=0.42,
and accelerates until the trailing edge has been reached. Unlike
the suction surface, the pressure surface boundary layer does not
encounter any adverse positive pressure gradient that triggers
separation. However, close to the leading edge, a small plateau
extending from s /so=0.08–0.16 indicates the existence of a
small-size separation bubble that might be attributed to a minor
inlet flow incident angle.

Considering the unsteady case with the reduced frequency �
=1.59 corresponding to a rod spacing of SR=160 mm, Fig. 4 ex-
hibits a slight difference in the pressure distribution between the
steady and unsteady cases. As mentioned above, this deviation is
attributed to the momentum deficiency that leads to a reduction of
the total and static pressure. For Re=110,000, the wakes have a
reducing impact on the streamwise extent of the separation pla-
teau. As seen in Fig. 4, the trailing edge of the plateau has shifted
from s /so=0.74 to s /so=0.702. This shift reduced the streamwise
extent of the separation plateau from 19% to 15% of the suction
surface length, which is, in this particular case, 21% of reduction
in streamwise extent of the separation. Increasing the reduced
frequency to �=3.18 by reducing the rod spacing to SR=80 mm
causes a slight shift of the Cp distribution compared to the

�=1.59 case. One should bear in mind that pneumatically mea-
sured surface pressure distribution only represents a time integral
of the pressure events.

Unsteady Boundary Layer Measurement Results. Figures
5�a�–5�d� display representative temporal ensemble-averaged ve-
locity distributions inside the separation bubble at s /so=0.65 for
Re=110,000 for FSTI levels of 1.9%, 3%, 8%, and 13% at a
reduced frequency of �=1.59 and a normal distance of y
=3.36 mm. Figure 5�a� exhibits two distinct regions: �i� a wake
vortical core, occupied by vortices that originate from the moving
cylindrical rods and generate high turbulence fluctuations and �ii�
a wake external region between the adjacent vortical cores with
relatively low turbulence activities. As seen in Figs. 5�a� and 5�b�,
an increase in turbulence intensity from 1.9% to 3% has reduced
the amplitudes of the wake velocity as well as the turbulent fluc-
tuations. Introducing higher FSTI levels of 8% and 13% leads to a
complete degeneration of the deterministic periodic wake flow
into a stochastic turbulent flow, as shown in Figs. 5�c� and 5�d�.
Comparing Figs. 5�a� and 5�c� leads to the following conclusion:
The periodic unsteady wake flow definitely determines the sepa-
ration dynamics, as extensively discussed in �11�, as long as the

Fig. 7 Distribution of time-averaged velocity „a… and turbulence fluctuation rms „b… along the suction surface for steady case
�=0 „SR= � … and unsteady cases �=1.59 „SR=160 mm… and �=3.18 „SR=80 mm… at Re=110,000 and FSTI=3% with grid TG1
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level of the time-averaged turbulence fluctuations is below the
maximum level of the wake fluctuation vmax, shown in Fig. 5�a�.
In our case, this apparently takes place at a turbulence level be-
tween 3% and 8%. Increasing the inlet turbulence level above
vmax causes the wake periodicity to totally submerge in turbulence
as shown in Figs. 5�c� and 5�d�. In this case, the dynamics of the
separation bubble is governed by the flow turbulence that is re-
sponsible for complete suppression of the separation bubble. One
of the striking features this study reveals is that the separation
bubble has not disappeared completely despite the high turbulence
intensity and the significant reduction of its size, which is reduced
to a tiny bubble. At this point the role of the stability of the
laminar boundary layer becomes apparent, which is determined by
the Reynolds number.

Time-Averaged Velocity and Fluctuation Distributions. The
effect of wake frequency on time-averaged velocity and velocity
fluctuation distributions is shown in Figs. 6–9 at three representa-
tive streamwise locations for Re=110,000 with a turbulence in-
tensity level of 1.9%, 3.0%, 8.0%, and 13.0%. Figures 6–9 display
the velocity and fluctuation distributions at one streamwise posi-
tion upstream, one position within, and one position downstream
of the separation bubble. The diagrams include the steady-state
data for reference purposes, �=0.0 �SR=��, unsteady data for

�=1.59 �SR=160 mm� and �=3.18 �SR=80 mm�. As Figs. 6–9
indicate in the upstream region of the separation bubble, the flow
is fully attached. As seen in Fig. 6�a� upstream of the separation
bubble at s /so=0.49, the velocity distributions inside and outside
the boundary layer experience a slight decrease in magnitude with
increasing reduced frequency. However, the time-averaged veloc-
ity distributions seen in Fig. 7�a�, 8�a�, and 9�a� display no
changes with an increase in the reduced frequency. At the same
position, the time-averaged velocity fluctuations shown in Fig.
6�b� exhibit substantial changes within the boundary layer as well
as outside it. The introduction of the periodic unsteady wakes with
highly turbulent vortical cores and the subsequent mixing has sys-
tematically increased the FSTI level from 1.9% for the steady
case, to almost 3% for �=3.18 �SR=80 mm�. Comparing the un-
steady cases, �=1.59 and 3.18, to the steady reference case, �
=0.0, indicates that with increasing �, the lateral position of the
maximum fluctuation shifts away from the wall. This is due to the
periodic disturbance of the stable laminar boundary layer up-
stream of the separation bubble. However, at the same position,
the time-averaged velocity fluctuations shown in Fig. 7�b� hardly
experience any changes with increasing the reduced frequency
from �=1.59–3.18. Because of the combined effect of the FSTI

Fig. 8 Distribution of time-averaged velocity „a… and turbulence fluctuation rms „b… along the suction surface for steady case
�=0 „SR= � … and unsteady cases �=1.59 „SR=160 mm… and �=3.18 „SR=80 mm… at Re=110,000 and FSTI=8% with grid TG2
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level of 3% and unsteady wake flow, the lateral positions of the
maximum velocity fluctuations remain the same with increasing
the reduced frequency.

As seen in Fig. 6�a�, a substantial influence of the wake fre-
quency is observed inside the separation bubble at s /s0=0.73.
Although the impinging wakes are associated with velocity and
momentum deficits, their high turbulence intensity vortical cores
provide an intensive exchange and transfer of mass, momentum,
and energy into the boundary layer, thus, energizing the low en-
ergetic boundary layer. This kinetic energy of the normal velocity
fluctuation component plays a crucial role, which tries to reverse
the separation tendency. As can be seen from the velocity profiles,
wake impingement shortens the bubble height and reduces its
streamwise extent. Compared to the steady case, however, the
onset of the separation bubble has not changed substantially. This
shows that although the impingement of the vortical wake core
periodically reduces the separation bubble height, it does not have
the sufficient momentum to completely suppress it. Figure 7�a�
shows a substantial influence of the combined effect of the higher
FSTI level of 3% and unsteady wake flow inside the separation
bubble at the same position. The combination of higher turbulence
intensity with unsteady wakes introduces higher fluctuation ki-
netic energy into the boundary layer than the case without the

turbulence grids �FSTI level of 1.9%�, which tends to inhibit the
separation tendency and shortens the streamwise extent of the
separation bubble. It is observed that the starting point of the
separation bubble moves further downstream and the reattachment
point occurs earlier. Also, the size of the separation bubble is
smaller. Although the combined effect of the turbulence intensity
level of 3% and unsteady wake flow periodically reduces the sepa-
ration bubble height, it does not have the sufficient momentum to
completely suppress the bubble.

Introducing the higher FSTI level of 8% subdues the unsteady
wake effect to such an extent that the velocity and fluctuation
profiles do not reveal any changes with regard to the wake fre-
quency, as shown in Figs. 8�a� and 8�b�. Increasing the FSTI level
to 13% further diminishes the effects of the periodic wakes. As
seen in Fig. 9�a�, the separation bubble is almost suppressed for
Re=110,000 with the turbulence intensity level of 13%. Hence,
the turbulence grid with 13% of turbulence intensity level has not
sufficient momentum to completely suppress it. In both turbulence
cases of 8% and 13%, the periodic unsteady wakes along with
their high turbulence intensity vortical cores seem to be com-
pletely submerged in the stochastic high frequency freestream tur-
bulence generated by grids.

Fig. 9 Distribution of time-averaged velocity „a… and turbulence fluctuation rms „b… along the suction surface for steady case
�=0 „SR= � … and unsteady cases �=1.59 „SR=160 mm… and �=3.18 „SR=80 mm… at Re=110,000 and FSTI=13% with grid TG3
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Fig. 10 Ensemble-averaged velocity contours along the suction surface for different s /s0 with time t /� as parameter for �
=1.59 „SR=160 mm… at Re=110,000 and FSTI=1.9% „without grid…

Fig. 11 Ensemble-averaged velocity contours along the suction surface for different s /s0 with time t /� as parameter for �
=1.59 „SR=160 mm… at Re=110,000 and FSTI=3% „with TG1…
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Behavior of Separation Bubble Under Periodic Wake Flow
Condition. The combined effects of the periodic unsteady wakes
and high turbulent intensity on the onset and extent of the sepa-
ration bubble are shown in Figs. 10–17 for the Reynolds number
of 110,000 with FSTIs of 1.9%, 3.0%, 8.0%, and 13.0% for two
different frequencies, namely, �=1.59 �SR=160 mm� and �
=3.18 �SR=80 mm�. These figures display the full extent of the
separation bubble and its behavior under a periodic wake flow
impingement at different t /. The value of t / corresponds to the
point in the cycle at which the data acquisition system is triggered.
During a rod-passing period, the wake flow and separation bubble
undergo a sequence of flow states that are not noticeably different
when the unsteady data are time averaged.

Variation of FSTI at �=1.59. Figure 10�a� exhibits the separa-
tion bubble in its full size at t /=0.25. At this instant of time, the
incoming wakes have not reached the separation bubble. At t /
=0.5, the wake, with its highly turbulent vortical core, passes over
the blade and generates high turbulence kinetic energy. At this
point, the wake turbulence penetrates into the bubble causing a
strong mass, momentum, and energy exchange between the wake
flow and the fluid contained within the bubble. This exchange
causes a dynamic suppression and a subsequent contraction of the
bubble. As the wake travels over the bubble, the size of the bubble
continues to contract at t /=0.75 and reaches its minimum size at
t /=1.0. At t /=1, the full effect of the wake on the boundary
layer can be seen before another wake appears and the bubble
moves back to the original position.

Increasing the turbulence level to 3% by attaching the turbu-

lence grid TG1 �detail specifications are listed in Table 1� and,
keeping the same reduced frequency of �=1.59, has reduced the
lateral extent of the bubble by �50%, as can be seen in Fig. 11.
Furthermore, the instance of the wake traveling over the separa-
tion bubble, which is clearly visible in Fig. 10, has diminished
almost entirely. Further increasing the turbulence intensity to 8%
and 13%, respectively, has caused the bubble height to further
reduce as shown in Figs. 12 and 13. Although the higher turbu-
lence level has, to a great extent, suppressed the separation
bubble, as Figs. 12 and 13 clearly show, it was not able to com-
pletely eliminate it. There is still a small core of separation bubble
remaining. Its existence is attributed to the stability of the separa-
tion bubble at the present Re-number level of 110,000.

Variation of FSTI at �=3.18. Figures 14–17 reflect the dy-
namic behavior of the separation bubble at the same turbulence
levels as above, but at a higher reduced frequency of �=3.18.
Similar to the previous case, the case with the cascade FSTI level
of 1.9% exhibits the reference configuration for �=3.18 �SR

=80 mm�, where the bubble undergoes periodic contraction and
expansion. The temporal sequence of events is identical with the
previous case making a detailed discussion unnecessary. In con-
trast to the events described in Fig. 10, the increased wake fre-
quency in the reference configuration �Fig. 14� is associated with
higher mixing and, thus, higher turbulence intensity, which causes
a more pronounced contraction and expansion of the bubble.

Increasing the turbulence level to 3% has slightly reduced the
lateral extent of the bubble, as can be seen in Fig. 15. The instance
of the wake traveling over the separation bubble proceeds in an

Fig. 12 Ensemble-averaged velocity contours along the suction surface for different s /s0 with time t /� as parameter for �
=1.59 „SR=160 mm… at Re=110,000 and FSTI=8% „with TG2…
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analogous way �discussed in Fig. 10�. Further increasing the tur-
bulence intensity to 8% and 13%, respectively, has caused the
bubble height to further reduce, as shown in Figs. 16 and 17.
Although the higher turbulence level has to a great extent, sup-
pressed the separation bubble, as Figs. 16 and 17 clearly show, it
was not able to completely eliminate it. There is still a small core
of separation bubble remaining. Its existence is attributed to the
stability of the separation bubble at the present Re-number level
of 110,000.

Time-Averaged, Ensemble-Averaged Boundary Layer Inte-
gral Quantities. The integral parameters, such as the momentum
deficiency thickness �2 and shape factor H12, are of particular
interest to turbine designers, since they provide an accurate first
estimation of the quality of the designed blade. Although the dis-
tribution of momentum deficiency thickness �2 provides insight
into the loss behavior of the blade, the distribution of the shape
factor H12 sufficiently furnishes accurate information about the
flow separation behavior.

Time-Averaged �2 Distribution. For the reference case of
FSTI=1.9%, Fig. 18�a� upstream of the separation, start the �2
values for three different reduced frequencies experiences only
minor changes. Passing the separation start, major systematic
changes are observed with �=0 �no rod� being the largest and
�=3.18 the smallest. Thus, increasing the reduced frequency
causes a reduction of �2, as seen in Fig. 18�a�. A combination of
higher FSTI levels with unsteady wakes reveal that the noticeable
deviation in �2 distribution between the steady and unsteady cases
discussed above is diminishing with increasing the turbulence in-
tensity level, as shown in Fig. 18�b�–18�d�. The physical explana-
tion of this phenomenon is directly derived from the influence of
the wake impingement on the boundary layer. The vortical core of
the passing wakes that are induced by the moving rods cause a
periodic increase in turbulence resulting in higher losses and, thus,
a periodic increase in �2, as shown in Figs. 19�a�–19�c�. After the

wakes have passed, the effects of the calmed region dominate and
the momentum thickness reduces significantly. The time integral
of the temporal distribution of �2 along the suction surface for
three different frequencies, plotted in Figs. 18�a�–18�d�, reflect the
wake effects on boundary layer momentum thickness. The pres-
ence of the unsteady wakes decreases the boundary layer momen-
tum thickness and, thus, the profile losses, as long as the level of
the time-averaged turbulence fluctuations is below the maximum
level of the wake fluctuation vmax �shown in Fig. 5�a��. However,
the decreasing effect diminishes integrally whenever the FSTI
level approaches values that cause the wake fluctuation to par-
tially or totally submerge into the freestream turbulence, as shown
in Figs. 18�b�–18�d�.

Time-Averaged H12 Distribution. For FSTI=1.9% upstream of
the separation bubble, the shape factor for three different reduced
frequencies experiences only minor changes, as shown in Fig.
20�a�. However, approaching the separation bubble, the shape fac-
tor systematically increases at a relatively steep rate with �=0 as
the highest followed by �=1.59 and �=3.18. It reaches a maxi-
mum value of about H12=6.1 at s /so=0.65. Passing the separation
bubble, the shape factor sharply decreases approaching a level that
is typical of an attached turbulent boundary layer flow. As in the
�2 case, for FSTI=1.9, major systematic changes are observed
with increasing the reduced frequency. However, the combination
of higher turbulent intensity levels with unsteady wake flows re-
sult in a significant decrease of the shape factor.

Ensemble-Averaged �2 Distribution. Ensemble-averaged dis-
tributions of the momentum deficiency thickness �2 at s /s0
=0.61, 0.65, and 0.73 within the separation bubble are shown in
Figs. 19 and 21 for �=1.59 and �=3.18 values. The thickness
values are nondimensionalized with the value of the steady case at
�=0. The period  represents the wake-passing period that is
specific to the individual wake-generating cluster, which is char-
acterized by the � value under investigation. The periodic

Fig. 13 Ensemble-averaged velocity contours along the suction surface for different s /s0 with time t /� as parameter for �
=1.59 „SR=160 mm… at Re=110,000 and FSTI=13% „with TG3…
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behavior of the ensemble-averaged momentum thickness over the
separation bubble as a result of the embedded periodic wake flow
is clearly visible from Figs. 19�a� and 21�a�. To avoid repetition,
as a representative, the �2 distribution at s /s0=0.65 location in
Fig. 19�a� is generically discussed. For each wake-passing period,
the periodic �2 distribution reveals one distinct maximum and one
minimum with several peaks and valleys in between. The
ensemble-averaged �2 has a maximum when the wake flow asso-
ciated with a pronounced velocity deficit impinges on the separa-
tion bubble. This occurs at t /=0.6, 1.6, and 2.6. These exactly
correspond to the instants at which the ensemble-averaged veloc-
ity distributions have their minimum, as shown in Fig. 5�a�. Like-
wise, the distinct minimum �2 values periodically encountered at
t /=0.4, 1.4, and 2.4 correspond to the instance at which the wake
external core flow impinges on the bubble. The �2 distribution for
�=3.18 is presented in Fig. 21�a�, which are similar to the one
presented above, and repeating the discussion is unnecessary.

Increasing the FSTI level does not affect the periodicity of �2
distributions, as shown in Fig. 19�b� and 19�d�. However, the pro-
nounced phase difference diminishes.

Similar results are observed when operating at a reduced fre-
quency of �=3.18, which is shown in Fig. 21�a�–21�d�. However,
the combination of higher turbulence intensity levels with un-
steady wakes reveal that the noticeable deviation in momentum
thickness distribution between the steady and unsteady cases dis-
cussed above is diminishing with increasing the turbulence inten-
sity level, as shown in Fig. 21�a�–21�d�.

The ensemble-averaged integral parameter discussed above is

essential to calculate the ensemble-averaged and time-averaged
profile loss coefficients at each streamwise position. Furthermore,
the integration of the time-averaged loss coefficient distribution
over the entire blade surface provides the global profile loss coef-
ficient. A simple procedure given in �26� describes how the loss
coefficient can be calculated using the integral parameters.

Conclusions
A detailed experimental study on the behavior of the separation

bubble on the suction surface of a highly loaded LPT blade, under
combined effects of periodic unsteady wake flows and freestream
turbulence intensity at Re=110,000, was presented. Varying the
turbulence intensity levels, one steady and two different unsteady
inlet wake flow conditions with the corresponding passing fre-
quencies, the wake velocity, and the turbulence intensities were
investigated by utilizing a large-scale, subsonic research facility.
Periodic unsteady wake flow was established by translational mo-
tion of two parallel moving timing belts on which cylindrical rods
are attached. The results of the unsteady boundary layer measure-
ments were presented in the ensemble-averaged and contour plot
forms. Detailed unsteady boundary layer measurements identified
the onset and extension of the separation bubble as well as its
behavior under the individual and combined effects of unsteady
wake flow and high turbulence intensity. It was found that the
periodic unsteady wake flow definitely determines the separation
dynamics as long as the level of the time-averaged turbulence
fluctuations is below the maximum level of the wake fluctuation

Fig. 14 Ensemble-averaged velocity contours along the suction surface for different s /s0 with time t /� as parameter for �
=3.18 „SR=80 mm… at Re=110,000 and FSTI=1.9% „without grid…
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Fig. 15 Ensemble-averaged velocity contours along the suction surface for different s /s0 with time t /� as parameter for �
=3.18 „SR=80 mm… at Re=110,000 and FSTI=3% „with TG1…

Fig. 16 Ensemble-averaged velocity contours along the suction surface for different s /s0 with time t /� as parameter for �
=3.18 „SR=160 mm… at Re=110,000 and FSTI=8% „with TG2…
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vmax. Increasing the inlet turbulence level above vmax caused the
wake periodicity to totally submerge in turbulence. In this case,
the separation dynamics of the separation bubble is governed by
the flow turbulence that is responsible for complete suppression of
the separation bubble. The time-averaged integral quantities
showed the impact of the unsteady wake flow and the FSTI on the
boundary layer parameters and, hence, on the profile loss coeffi-
cient and efficiency. Unsteady wake flow caused a reduction of the

losses due to suppressed or reduced separation boundary layers.
One of the striking features this study reveals is that the separation
bubble has not disappeared completely despite the high turbulence
intensity and the significant reduction of its size which is reduced
to a tiny bubble.
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Nomenclature
c � blade chord

cax � axial chord
Cp � pressure coefficient, Cp= �pi− ps� / �pt− ps�inl

DR � rod diameter
FSTI � freestream turbulence intensity

H12 � shape factor, H12=�1 /�2
GO � grid bar opening
GT � grid bar thickness

GLE � grid distance from blade leading edge
LSS � suction surface length

pi � static pressure taps i=1, . . ,48
ps, pt � static and total pressure at the inlet
ReLSS � Reynolds number based ReLSS=LSSVexit /�

SB � blade spacing
SR � rod spacing

s � streamwise distance from the leading edge of
the blade

so � streamwise distance from blade leading to
trailing edge

t � time
TG � Turbulence generator grid

U � belt translational velocity
V � velocity

V̄ � time-averaged velocity
v � fluctuation velocity

Vax � axial velocity
Vexit � exit velocity


 � flow angle
� � blades stagger angle

�1 � boundary layer displacement thickness
�2 � boundary layer momentum thickness
� � integral length scale �= V̄E�f=0� /vrms

2

� � kinematic viscosity
� � cascade solidity, �=c/SB
 � one wake-passing period
	 � flow coefficient, 	=Vax /U

�A � Zweifel coefficient
�A=2 sin2
2�cot 
2−cot 
1�SB /cax

� � reduced frequency �= �c /SR��U /Vax�= �� /	�
��SB /SR�
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The Application of an
Aerodynamic Shroud for Axial
Ventilation Fans
An experimental investigation of an aerodynamic shroud applied to an axial ventilation
fan system is reported. The aerodynamic shroud consists of a pressurized plenum and
Coanda attachment surface, which also serves as the shroud for the fan. This combina-
tion delivers a curved surface wall jet of high momentum air into the tip region of the fan
and subsequently into the downstream diffuser region. Simultaneous improvements of
performance and efficiency were found for a specific fan geometry with an aerodynamic
shroud system when compared with a standard production fan (no shroud) system. Over-
all, the addition of the aerodynamic shroud was able to increase the system flowrate by
34% while simultaneously improving the efficiency by 13%. A higher efficiency condition
�+17% � was also found that resulted in a somewhat lower improvement in flow rate
�+23% �. These results clearly show that the best blade design for the aerodynamic
shroud system is different than the best blade design for a system that does not include
the aerodynamic shroud. Particle image velocimetry measurements made at the exit plane
of the system’s diffuser provide insight into the mechanistic basis for the performance
measurements. �DOI: 10.1115/1.2734206�

Introduction

Fresh air ventilation and air circulation within livestock produc-
tion buildings affects the health and growth rate of confined ani-
mals. This is especially true during periods of high ambient tem-
peratures when thermal stress resulting from the elevated
temperatures within a livestock enclosure negatively alters the
rates of production, growth, conception, and survival for almost
all livestock species �1–4�. These effects are especially pro-
nounced in the production of swine and poultry where the animals
are confined at relatively high density. It has been quantitatively
shown that a form of “tunnel ventilation,” in which an axial ve-
locity of order 5.5 km/h �1.5 m/s� of evaporatively cooled air
passing over the chickens in a poultry enclosure will significantly
enhance their egg production �layers� and weight gain �broilers�.
This cooling airflow is induced by placing a bank of exhaust fans
at the end of a �typically� 122 m long building �see Ref. �5��. The
importance of ventilation in swine buildings has been documented
by Mangold et al. �1� and Nienaber et al. �4�. However, imple-
menting a tunnel ventilation system will substantially increase the
producer’s costs.

The exchange of fresh air and proper distribution of ventilating
air within greenhouses also profoundly affects the health of the
plants that are raised in these environments. Heat, dust, and other
pollutants must be routinely removed from the air inside a green-
house. Excess heat is generated through a process of trapped ther-
mal energy that is commonly known as the greenhouse effect �6�.
Solar energy can quickly elevate a closed greenhouse to tempera-
tures that are well in excess of the optimum for plant health. Most
commercial greenhouses rely on ventilation fans to discharge this
warm air and replace it with cooler, outside air. Additionally,
proper circulation of air in commercial greenhouses is critical to
preventing mold and mildew, which can destroy crops. Most me-
chanically ventilated greenhouses use an exhaust, or negative
pressure system �7�. Similar benefits exist for cattle barns and

other types of facilities. Details can be found in Ref. �8�. The
ventilation fans are mounted on an exterior wall to exhaust air
from the greenhouse, as shown in Fig. 1.

The opportunity to provide a higher flow rate for a given fan
�that could lead to a reduced number of fans per building� and the
opportunity to provide a more efficient installation with reduced
power consumption, led to United States Department of Agricul-
ture �USDA� support for the present study; see the Acknowledge-
ments. The economic benefits to be derived from these improve-
ments are presented in Ref. �8�.

The documented evidence, cited above, clearly states the im-
portance of adequate ventilation and air circulation in the opera-
tion of greenhouse and livestock buildings. Similar ventilation
benefits are present in other industrial applications �warehouses,
manufacturing facilities, etc.�; however, the fractional costs are
maximum in agricultural applications. This evidence also indi-
cates the high costs associated with operating such ventilation
systems. Developments in ventilation systems that would reduce
the operating costs associated with greenhouse and livestock fa-
cilities would be of considerable benefit to United States produc-
ers. However, during the last decade, improvements to agricultural
fans have been limited to passive devices such as better inlet
shrouds and the addition of exit flow diffusers. Although current
fans provide adequate airflow, they fail to achieve the maximum
performance and efficiency that can be achieved by active control
techniques. Given the narrow profit margins in agriculture and the
significant cost of electricity to operate ventilation fans, it is ap-
propriate to consider active techniques to improve efficiency and
to obtain lower operating costs. Building ventilation requires fan
systems that can produce high volume flow rates with high effi-
ciencies at low pressure rise values ��25 Pa�. Specific quantities
are cited below.

The aerodynamic shroud �see Fig. 2� was originally developed
for engine driven automotive cooling fans where the relative mo-
tion of the engine with respect to the shroud requires a large gap
between the fan tip and the outer shroud �9�. This tip clearance
region is characterized by energy dissipation effects �i.e., losses�
that are associated with the pressure-to-suction surface flows of
the propeller blade. These “tip losses” can be a dramatic detriment
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to the performance and efficiency of an axial fan, and they are
estimated to be 20–40% of the total losses, as reported by Laksh-
minarayana �10� and Bleier �11� among others.

Morris and Foss �9� conducted the initial study of the aerody-
namic shroud application on the engine cooling fan for a light-
duty truck. This fan had a diameter of 457 mm and the tip clear-
ance was 25.0 mm. Because of the high system resistance for this
configuration, which includes the grill, air conditioning condenser,
radiator, and downstream blockage elements such as the engine,
the pressure rise of this fan was relatively high �250–1000 Pa�.
The flow rates were moderate, ranging between 0.1 m3/s and
0.9 m3/s. Morris and Foss �9� found that the aerodynamic shroud
was able to enhance the performance at higher flow rates, but that
it degraded the performance at lower flow rates for the shroud
design that terminates at its minimum radius. This trend in the
experimental observations is compatible with the condition that an
increasing pressure rise across an axial fan is associated with an
increase in the radial component of the fan’s discharge. The axi-
ally directed aerodynamic shroud flow therefore impedes the fan
flow with an increasing pressure rise condition. With this under-
standing, it was realized that a contoured, and not a sudden ex-
pansion outlet passage, could take advantage of the aerodynamic
shroud contribution. The performance benefits of these down-
stream geometry adjustments are documented in their study.

The fan system studied by Morris and Foss �9� represents a
unique application within the wide spectrum of axial fan usages
since it has an abnormally large tip clearance coupled with a high-
pressure rise across the fan. It is apparent how the aerodynamic
shroud can benefit fans with these operating parameters. The fo-
cus of this study was to determine if the aerodynamic shroud
could benefit a fan system with a much smaller tip clearance and
much lower-pressure rise values. These conditions are typical for
ventilation fan systems.

Basic Considerations
The primary quantities of interest in turbomachinery exist in an

integral form. These variables are the volumetric flow rate, Q
�m3/s� and the pressure rise, �Psys �Pa�, across the fan blades or
fan system. The flow rate and pressure rise values can also be
made nondimensional using the radius of the fan �Rf� and the
rotational speed ��� to define Utip=Rf�. By convention, these
nondimensional forms are stated as

� =
Q

�Rf�2Utip
=

Q

Rf
3�

�1�

and

� = �Psys/�Utip
2 �2�

Conventional practice, within the community �12,13� that charac-
terizes and utilizes ventilation fans, is to utilize dimensional rep-
resentations. That practice will also be followed for �Psys and
Qsys in this paper. A second community practice is to characterize
the system efficiency by the ratio of “benefit/cost.” This lead to
the dimensional ratio for efficiency ���

� =
Q

�
�3�

where � is the input power to the fan’s motor. Alternatively, and
with the recognition that the principal objective of a ventilation
fan is to provide a given flow rate, the nondimensional definition
of efficiency as

�* =
Q · � 1

2�Utip
2 �

�
�4�

will be utilized herein. The definition was introduced by Neal �8�;
it is used here as the appropriate nondimensional representation of
efficiency that recognizes the volume flow rate as the principal
benefit to be created by the fan systems.

When the efficiency was evaluated for a fan with an activated
aerodynamic shroud �termed the “shroud on” condition�, a more
appropriate form of Eq. �4� was used

�* =
Qtotal · ��Utip

2 �
� f + �Pshr · Qshr · �1/�shr�

�5�

This definition expands the denominator from Eq. �4� in order to
separate the individual power consumption of the fan, denoted by
� f, from the power consumed by the added apparatus of the aero-
dynamic shroud. The total volume flow rate: Qtotal= �Qfan
+Qshroud� is utilized in the numerator since the shroud flow is
obtained from within the building. Hence, �Psys represents the
system pressure rise from within the building to the exterior. The

Fig. 1 Axial ventilation fans in greenhouse applications

Fig. 2 The aerodynamic shroud concept
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term �shr is the efficiency of the air delivery system for the aero-
dynamic shroud, which is estimated for this work. Since a nonop-
timized assembly was used in this investigation to pressurize the
shroud, evaluating its efficiency directly would not be representa-
tive of a well-designed system. Therefore, a shroud efficiency
value of �shr=0.70 was used for all of the “shroud on” cases. This
estimated �shr value was also used by Morris and Foss �9�.

Experimental Equipment and Procedures
The Axial Fan Research and Development �AFRD� facility

�14�, shown in Fig. 3, was used to acquire data for all of the fan
tests. The fan assembly, including diffuser, was placed on the top
surface of the facility �A�. The shaft �L�, which is used for driving
automotive fans, was not used since these ventilation fan systems
have electric motors that are integrated into their assembly. The
pressure rise across the fan was monitored by a pressure trans-
ducer �0–134 Pa� that measured the differential pressure from the
atmosphere to the upper receiver using a pressure tap located at
�B�. Air is moved from the lab into the upper receiver and then
through a set of nozzles �E�, where it enters the lower receiver �H�
through the flow metering devices �F and G�. The prime mover
�K, Chicago Blower Co. SQ-36.5� draws air from the lower re-
ceiver and exhausts it back into the laboratory. The flow rate
through the system can be controlled through a throttle plate �J�
that is located at the exit of the prime mover.

The components E, F, and G represent a unique �15� mass flow
rate measurement technique that utilizes a net moment of momen-
tum flux to determine ṁ. Specifically, the ninety degree turning
vane, which is supported on a knife edge, is held in place by a
force transducer. The relationship between ṁ and the measured
force is established by a calibration nozzle that replaces the fan
assembly of Fig. 3. A nominal uncertainty of 0.06 kg/s �95%
confidence level� is assigned to the mass flow rate measurement.
This value derives from the results of Morris et al. �15�.

The electrical power ��fan� was determined by measuring the
instantaneous voltage across the motor �eI� and the instantaneous
current �iI� delivered to the motor. Since the instantaneous voltage
and current �and not the rms values� are measured, the phase
relationship between them is not required for the evaluation of �.

The precision of the eI and iI measurements is established by the
16 bit analog to digital �A/D� converter. The uncertainty in �fan is
conservatively estimated as ±0.25% given the independent mea-
surements of voltage and current and their associated uncertain-
ties.

The volume air flow delivered by the aerodynamic shroud jet
was determined by an “elbow meter.” The calibration of the elbow
meter was executed by recording the outside/inside pressure dif-
ference: �Pout− Pin� at the elbow for known flow rates. These
known flow rates were derived from a Venturi meter that was
calibrated on a sonic nozzle test stand. The latter has a NIST
traceable accuracy of 0.5% of mass flow reading. The basic cali-
brations are understood to be a lesser factor than installation is-
sues in establishing the appropriate uncertainty for the shroud
flow rate. Care was taken to minimize these additional factors.
The estimated 95% confidence level for Qshr is ±1.5%.

Data were collected in the AFRD facility with the fan and dif-
fuser situated as shown in Fig. 3. Further details can be seen in
Fig. 4, which shows the fan/diffuser combination with the dimen-
sions of the aerodynamic shroud delivery system. The two fans
and the two diffusers that were examined in this study are also
part of the experimental equipment. Their detailed descriptions are
presented in the section entitled “The Experimental Fan Systems.”

Neal �8� carried out a repeatability study to evaluate the com-
plete measurement system capabilities for the “shroud off” condi-
tion. These results suggest 95% confidence levels of 1% uncer-
tainty for the fan flow rate �Qshr=0�, and 4% for the efficiency.

A single-camera digital particle image velocimetry �PIV� sys-
tem was used to acquire the velocity data in the wake of the test
fan. A Rosco brand theatrical fog machine was used at the fan
inlet to produce a relatively uniform seeding density at the mea-
surement locations. Two ND-YAG pulsed 532 nm lasers and a
Kodak Megaplus ES1.0 charge coupled device �CCD� camera
were used. These ND-YAG lasers illuminated the region of inter-
est �nominally 20 cm�20 cm� with a 1-mm-thick laser sheet. The
two lasers were triggered sequentially with a typical separation
time of 0.3 ms.

The CCD camera was used to acquire two grayscale digital
images. The measurement region was divided into 32�32 pixel
interrogation regions to calculate the individual vector displace-
ments. The calculation used a Gaussian window function and a
two-dimensional �2D� Fourier transform of the image data to cor-
relate the two images. The individual interrogation regions were
overlapped by 25% �8 pixels� for increased resolution. This re-
sulted in 1722 measured velocities for each set of images ac-
quired.

The configuration described above provided accurate results
given that the seeding was distributed in a nominally uniform
manner in each image. However, at some locations high shear or
poor seeding would cause poor signal to noise ratios that would
lead to vector maps with many “bad” or “spurious” vectors. These
vectors were post-processed using several validation techniques to

Fig. 3 AFRD facility with test fan assembly

Fig. 4 Detailed view of the experimental configuration
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ensure the integrity of the data. First, a “peak validation” was used
to ensure that the maximum value of the cross correlation was a
minimum of 1.2 times greater than the next highest value. This
calculation removed typically 90% the suspect vectors. Second, a
range validation was used such that the magnitude of the velocity
in the plane of the laser light sheet could not exceed 25 m/s,
which is 3.2 times the average axial velocity through the fan.
Finally, a moving average validation was implemented as a final
check. This moving average validation is used to accept or reject
velocity magnitudes based on a comparison between neighboring
values. Continuity of the flow field’s behavior is an implicit as-
sumption in the moving-average validation method. Further de-
tails on the algorithms used for these validations can be found in
Refs. �16,17�.

A total of 1000 vector maps were recorded and processed for
each of the measurement regions described in the following sec-
tion. The time averaged velocity field was then computed from the
validated vectors. Note that phase averaging the data to the rotat-
ing fan would have provided more information on the blade dy-
namics. However, it is the time averaged quantities that lead to the
net flow rates of interest, and therefore the latter representations
are used in this study.

The Experimental Fan Systems
Two separate fans were evaluated in this investigation. The first

fan �Fan A�, is a production design that is currently found in many
agricultural buildings. This four-blade fan is shown on the left-
hand side of Fig. 5. The second fan �Fan B� is a prototype that is
quite different from the fan designs that are currently found in
production. The five-blade Fan B is shown on the right-hand side
of Fig. 5. The evaluation of these two fans was performed by
installing each of them in the same system �i.e., shroud, housing,
diffuser, and motor�. Each of the two fan designs was then evalu-
ated with the aerodynamic shroud disabled �termed the “shroud
off” condition� and then with the aerodynamic shroud enabled
�termed the “shroud on” condition�. The aerodynamic shroud ap-
paratus is included in the “shroud off” condition, but its flow path
was blocked such that Qshr=0. The details of the two fan designs
are shown in Figs. 6 and 7, which present the details of the
blade shapes, chord lengths, and inlet and outlet angles for
the near-hub and the near-tip locations. Further details for
the intermediate radial positions are also available at
http://www.egr.msu.edu/tsfl/aeroshroud_paper. Additional infor-
mation on the design of the aerodynamic shroud is provided be-
low.

The aerodynamic shroud was designed to be integrated into a
fan system which closely matches current production ventilation
fans. The geometric details of the shroud design are shown in Fig.
4. A series of tests were run with Fan A in the same configuration
as shown in Fig. 4, but with the “shroud off’ condition to establish
that the baseline measurements were comparable to those of a
production fan. These data were compared with those measured
and reported in Ford et al. �13�, and good agreement, within the
estimated uncertainties, was found.

The gap height for the aerodynamic shroud jet, g, as defined in
Fig. 2, was set at g�5.0 mm for all the tests. The effect of this
parameter had previously been studied in the work of Neal �8�,
where it was shown that g�5.0 mm was the optimal height for
the delivery of the shroud jet. The relevant length scale to normal-
ize this g value is the arc length from gap exit to the inlet of the

Fig. 5 Fan A „left… and Fan B „right…

Fig. 6 Geometric details for Fan A

Journal of Fluids Engineering JUNE 2007, Vol. 129 / 767

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



fan plane �L�. The ratio �g /L� was 0.10 for this study. The jet
momentum is altered by changing the pressure level in the shroud,
�Pshr. Several �Pshr values were examined as described below.
The geometry of the shroud surface is shown by the insert of
Fig. 4.

The current production fan system of Fig. 8 includes a down-

stream diffuser that has a 7 deg half angle ��� between the axial
direction and the sidewall of the cone. This 7 deg diffuser has an
exit area of 0.46 m2, which is 1.5 times the area of the shroud at
the exit plane of the fan. Agricultural ventilation fan manufactur-
ers have tested diffusers with both larger and smaller angles, but
the 7 deg diffuser has yielded the optimal increase in both perfor-
mance and efficiency. In the present application, the diffuser
length is restricted by practical considerations, such as snow-
loads, structural issues, etc.� to be nominally L /D=1.0. McDonald
and Fox �18� provide a useful description of conical diffuser char-
acteristics and performance features.

Numerous references, among them Wallis �19� and also Patter-
son �20� and Squire �21�, have stated that, in general, axial fans
equipped with diffusers that have half angles greater than 9 deg
would exhibit a separated boundary layer �stall condition�. This
separated flow reduces the effective flow area at the diffuser exit
and it offsets the static pressure recovery gains that would exist in
the inviscid case. Even in the cases noted by Wallis �19�, a dif-
fuser of 9 deg represents the upper limit for an attached flow and
is attainable only in a carefully controlled laboratory environment.
Flow separation can be expected to appear in an actual installed
condition for diffuser angles higher than nominally 7 deg.

Since the aerodynamic shroud introduces relatively high mo-
mentum fluid into the wall region at the inlet to the diffuser, a
potential benefit of the aerodynamic shroud could derive from

Table 1 A comparison of the salient features of the tested diffusers „see Fig. 9 for a descrip-
tion of the variables: a, b, and L…

�
�deg�

a
�mm�

b
�mm�

L
�mm�

Inlet area
�m2�

Outlet area
�m2� Area ratio

7 622.3 762.0 594.4 0.3042 0.4560 1.50
11 629.9 845.8 594.4 0.3116 0.5619 1.80

Fig. 8 Schematic of standard production assembly

Fig. 7 Geometric details for Fan B
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gaining attached flow in a larger angle diffuser. A new diffuser,
with an angle of 11 deg was fabricated to test this hypothesis.
This nominally 11 deg diffuser �also with L /D=1� had a larger
exit area: 0.56 m2 or 1.9 times the shroud area at the exit plane of
the fan.

The salient features of the two diffusers that were used in this
study are shown in Table 1 and schematically explained in Fig. 9.
The use of diffusers longer than the current production diffuser
�L=594.4 mm� is problematic because they will be vulnerable to
structural failure from the weight of snow or heavy winds. There-
fore, any new diffuser must remain within the currently accepted
limits.

The experimental results for performance ��Psys versus Q� and
efficiency ��*�, provided in Ref. �8�, show negligible gains for the
11 deg diffuser cf the results for the 7 deg diffuser with Fan A.
The comparative data for Fans A and B were obtained using the
11 deg diffuser.

Performance Results
Integral measurements of flow rate and efficiency were col-

lected for Fan A �the four-blade fan that is identical to a produc-
tion fan� and Fan B �the five-blade fan that is significantly differ-
ent from the production fan�. These two designs were each
evaluated in the complete fan system �shroud, inlet, and down-
stream diffuser� in both the “shroud-on” and the “shroud-off” con-
ditions. These results are shown as curves of pressure rise ��Psys�
versus volumetric flow rate �Q� and also pressure rise ��Psys�
versus efficiency ��*�. These measures of the fan performance are
presented in dimensional form to be compatible with industry
standards �22,13�. The information in the captions are to allow
scaling of the present results to nondimensional form �	 versus �
and 	 versus �*�. The nondimensional representations will permit
extrapolation of these results to systems with nominally similar
geometric configurations.

The data presented in the following section show the entire
performance range �i.e., from “shut-off” condition to “free-
delivery” condition�. However, specific percentage gains or losses
will be noted based on a typical operating condition. This operat-
ing condition, chosen to be nominally 25 Pa, is based on informa-
tion obtained from Ford et al. �13� where they specifically state
that a ventilation building fan will operate at nominally 25 Pa.
They note that slight variations can occur if the housing and shut-
ters of the fan system are excessively dirty �thereby increasing the
�Psys� or if there is a strong headwind facing the downstream exit
plane of the diffuser �again increasing the �Psys�. Despite these
variations, a typical fan system �fan + shroud + inlet shutters� will
operate with a pressure rise of �25 Pa for the majority of its
operating life cycle.

Each of the tested conditions is compared with the reference
case of Fan A with the 11 deg diffuser in the “shroud-off” condi-
tion. This reference case was selected since it closely matches the
current production design. It was previously shown in Ref. �8� that

there was a negligible difference between the 7 deg and 11 deg
diffuser when used with Fan A in the “shroud-off” condition,
hence only the 11 deg diffuser results are shown here.

The integral flow rate measurements for Fan A are shown in
Fig. 10. These data show a systematic increase in flow rate as the
“shroud-on” condition is increased from �Pshr values of 249 Pa
and 498 Pa, respectively. Referring to the operating point of
�Psys=25 Pa, the flow rate increases for the “shroud-on” cases are
+8.8%, +12.5%, and +16.1%. Figure 11 shows the results for the
efficiency of Fan A. Unlike the results for the flow rate, there is
only a slight efficiency gain for the “shroud-on” condition of
�Pshr=125 Pa. The “shroud-on” condition of �Pshr=249 Pa
shows essentially no increase in efficiency �+0.3% � and the
“shroud-on” condition of �Pshr=498 Pa shows a substantial de-
crease in efficiency of −20.8%.

Similar pressure rise, flow rate, and efficiency data were ac-
quired for Fan B, see Figs. 12 and 13. A striking result is the

Fig. 9 Geometric variables for the diffuser „as described in
Table 1…

Fig. 10 Performance data for Fan A with various “shroud on”
conditions. „Note: the uncertainty in the ordinate position
0.03 Pa is much smaller than the symbol for Figs. 10–13. The
abscissa uncertainty is 0.02 m3/s for Figs. 10 and 12. This is
also smaller than the symbol.… The scaling parameters for �
versus � are found in Table 2.

Fig. 11 Efficiency data for Fan A with various “shroud on”
conditions. „Note: the uncertainty in �* is of the order 1.5% for
�Psys=25 Pa.… The scaling parameters for � versus �* are
found in Table 2.
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similarity of the flow rate results for the “shroud-off” condition of
these two fans. However, the aerodynamic shroud adds consider-
ably more performance benefit for Fan B than for Fan A as seen in
the comparison of Figs. 10 and 12. For example, at �Psys
=25 Pa, the maximum increases in flow rate are 16.1% for Fan A
and 32.8% for Fan B.

Efficiency gains are also realized with Fan B. Specifically 17%
and 13% for �Psys=25 Pa and �Pshr values of 249 Pa and 373 Pa,
respectively. However, Fan A showed either negligible increases
in efficiency �+0.3% � or substantial decreases in efficiency
�−20.8% � for comparable operating conditions ��Psys=25 Pa and
�Pshr values of 259 Pa and 498 Pa, respectively�. This result is
further surprising given that the efficiency data of Fig. 13 shows
that for these two fans in the “shroud-off” condition, Fan B has an
equivalent efficiency over a substantial portion of the operating
range.

The quantitative data of Figs. 10–13 can be characterized by
uncertainty estimates for both ordinate ��Psys� and abscissae �Qsys
and �*� values. The ordinate uncertainty derives from the specifi-
cation: “0.02% of full scale,” for the MKS Baratron transducer.
This uncertainty is smaller than the height of the symbols on the

figures. The quoted uncertainty for Qsys is from Morris et al. �15�.
Namely, 
ṁ=0.021 kg/s /� or nominally 0.018 m3/s. Converting
this value to a 95% confidence interval, the ±0.036 m3/s value is
less than the width of the symbols.

The uncertainty in �* is somewhat more complex to evaluate.
An expression for �* is developed in the next section �Eq. �9a��
that allows the evaluation of


�*

�* = ��C1

�

�
�2

+ �C2

�1

�1
�2

+ �C3

�2

�2
�2	1/2

�6�

for �Psys=25 Pa. The second term on the right-hand side of Eq.
�6� is dominant and its magnitude is estimated to be of the order
of 1.5%. Again, this is of the order of the symbol width.

Interpretations of the Performance and Efficiency Re-
sults

The objective information provided above can be summarized
as follows. Two quite different fans �hub-to-tip ratios �Fig. 5�,
blade shapes �Figs. 6 and 7� and number of blades �4 versus 5��
exhibit:

1. Similar performance �Figs. 10 and 12� and similar efficien-
cies �Figs. 11 and 13� for the typical operating range
��Psys�25 Pa� when no aerodynamic shroud flow is
present; and

2. Greater performance gains as well as dramatically improved
efficiency values for Fan B cf. Fan A when the optimal aero-
dynamic shroud flow is present.

These observations are cited as the discovery that clarifies the
potential contributions of the aerodynamic shroud to ventilation
systems.

This section presents additional information that can guide fur-
ther efforts to utilize the objective results cited above as the basis
for enhanced ventilation fan systems. Specifically, velocity mea-
surements at the exit plane of the conical diffuser have been ac-
quired for the four conditions: Fans A/B, with and without the
aerodynamic shroud flow, in order to clarify the mechanistic rea-
sons for the performance and efficiency gains. These data have
been acquired using planar PIV in the range 0r /Re1. Three
separate overlapping PIV measurement planes, shown in Fig. 14,

Fig. 12 Performance data for Fan B with “shroud on” condi-
tions versus Fan A in the “shroud off” condition. The scaling
parameters for � versus � are found in Table 2.

Fig. 13 Efficiency data for Fan B with “shroud on” conditions
versus Fan A in the “shroud off” condition. The scaling param-
eters for � versus �* are found in Table 2.

Fig. 14 Location PIV measurement regions
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were interrogated and average velocity profiles were extracted.
These velocity profiles are displayed as Vz�r /Re� /Utip in Figs. 15
and 16.

The peak velocity magnitudes �Vz /Utip�0.2� for Fans A and B
are similar with no shroud flow albeit their flow patterns are
strongly different. The Fan A peak occurs at nominally r /Re
=0.8 and the velocity distribution is rather “narrow.” In contrast,
the Fan B peak is nominally at r /Re=0.5 and that velocity distri-
bution is relatively wide. �Recall that, from Figs. 10 and 12, the
flow rates at �P=25 Pa are the same for the two fans.� The slight
“jump” that appears around r /Re�0.55 in Fig. 16 is the result of
a small droplet of condensed fogging fluid on the lens of the PIV
camera. This causes a small amount of distortion which results in
a lower percentage of validated images at this location only.

The aerodynamic shroud flow provides a moderate change in
the Fan A velocity distribution. As seen in Fig. 15 there are in-
creased Vz /Utip magnitudes for r /Re�0.8. In sharp contrast, the
aerodynamic shroud flow has strongly modified the velocity dis-
tribution for the Fan B configuration. The peak value is reduced to
0.15, it is moved outward to r /Re�0.65 and the velocity at
r /Re=0.9 is increased from 0.03 to 0.09 as an indication of why
the flow rate is substantially increased.

The modified velocity profile for Fan B with the aerodynamic
shroud flow provides quantitative support for the increased effi-
ciency. Specifically, the kinetic energy flux �that is related to the
input power� is determined by the cube of the velocity magnitude

KE flux =

A

�
V2

2
V� · n̂ dA �7�

whereas the mass flow rate is dependent upon the first power of
the velocity

mass flow rate =
 �V� · n̂ dA �8�

Hence, a nonuniform velocity distribution implies excess kinetic
energy and excess input power. The Fan B velocity distribution at
the diffuser exit plane is “flatter” when the aerodynamic shroud
flow is present in agreement with the increased efficiency and the
reasoning associated with Eqs. �7� and �8�.

These velocity field data clearly show why the fan blade design
strongly impacts the contributions to the performance and effi-
ciencies of an aerodynamic shroud equipped system. An optimal

system will result if the aerodynamic shroud flow can interact
with and complement a fan flow that favors the inner region of the
fan plane.

A quantitative representation of the increased efficiency for Fan
B can be obtained directly from the individual terms of Eq. �5�.
The efficiency, as defined by Eq. �5�, can be rewritten in the fol-
lowing form

�* =
1 + �

�1 + �2�
�9a�

Rewriting Eq. �5� as shown in Eq. �9a� allows the terms to be
given quantitative expression as presented in Table 2, where the
terms �1, �2, and � are defined by

� =
Qshr

Qfan
�9b�

�1 =
�

Qfan��Utip
2 �

�9c�

�2 =
�Pshr

�shr��Utip
2 �

�9d�

The quantitative values of Table 2 clarify that the shroud flow rate
successfully decreases the nondimensional input power to the
axial fan for all conditions. The successful conditions �increase in
�*� then follow if the shroud power term: ��2��, does not negate
the increased flow rate term: �1+��.

Summary
The aerodynamic shroud has been shown to successfully im-

prove the flow rate and efficiency for a ventilation fan system. It is
noteworthy that this application is entirely different from the
original automotive application of this invention. The two fan sys-
tems evaluated here were characterized by their high flow rates,
low-pressure rise values, and small tip clearances. By carefully
selecting the best operating conditions for Fan B, specifically the
shroud flow rate and shroud pressure, the volume flow rate for the
prototype fan system was improved by 34% while simultaneously
improving the efficiency by 13%.

Additionally, it was shown that the effectiveness of the aerody-
namic shroud is highly dependent on the design of the fan. Spe-
cifically, in contrast with the successful results for Fan B, the

Fig. 15 Exit velocity profiles for Fan A in both the “shroud off”
and best-case “shroud on” conditions

Fig. 16 Exit velocity profiles for Fan B in both the “shroud off”
and best-case “shroud on” conditions
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aerodynamic shroud provided only a modest increase in flow rate
and minimally positive to distinctly negative effects on the effi-
ciency for Fan A.
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Nomenclature

Latin
e � motor voltage �V�
g � shroud gap height �mm� �see Fig. 2�
i � motor current �A�

ṁ � mass flow rate �kg/s�
� � input shaft power �watts�
r � radial position �m�

D � diameter �m�
P � pressure �Pa�
R � radius �m�
Q � volume flow rate �m3/s�

Utip � tip velocity magnitude =�Rfan�2� /60�
Vz � axial velocity �m/s�

Greek
� � diffuser half angle
� � efficiency �nondimensional� �see Eq. �3��

�* � efficiency �nondimensional� �see Eq. �5��
� � density �kg/m3�
� � flow coefficient �nondimensional� �see Eq. �1��

�P � pressure rise �Pa�
	 � pressure rise coefficient �nondimensional� �see

Eq. �2��
� � fan rotational speed �rad/s�

Subscripts
I � instantaneous quantity
e � exit plane quantity

fan � fan quantity
shr � aerodynamic shroud quantity

sys � system quantity
total � total quantity
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Table 2 Factors that define �* at �Psys=25 Pa

Test condition
�Utip

2

�Pa�
Qfan

�m3/s�
�

�W� � �1 �2 �*
��*

�%�

Fan A - shd off
��Pshr=0 Pa�

1292.1 2.75 396.5 0.0 0.1118 0.0 8.94 —

Fan A - shd on
��Pshr=249 Pa�

1322.8 2.85 369.9 0.084 0.0981 0.269 8.99 +5.6

Fan A - shd on
��Pshr=498 Pa�

1330.2 3.03 364.3 0.114 0.0958 0.537 7.09 −20.7

Fan B - shd off
��Pshr=0 Pa�

1319.6 2.75 402.7 0.0 0.1108 0.0 9.02 —

Fan B - shd on
��Pshr=249 Pa�

1385.7 3.15 352.7 0.078 0.0819 0.258 10.56 +17.1

Fan B - shd on
��Pshr=373 Pa�

1370.5 3.42 352.1 0.08 0.0752 0.381 10.23 +13.3
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Observation of Centrifugal
Compressor Stall and Surge in
Phase Portraits of Pressure Time
Traces at Impeller and Diffuser
Wall
Unsteady static pressure signals due to flow instability in two types of centrifugal com-
pressors were analyzed by employing the phase portrait reconstruction method. The
sampled data corresponded to several streamwise locations along the shroud wall over a
wide range of operation from design to near surge. Singular value decomposition analy-
sis yielded successfully the discernable features of flow instability, i.e., stall and surge,
which were observed with a decrease of mass flow rate. The effects of the signal-to-noise
ratio was found to be the most troublesome in predicting the onset of flow instability upon
pursuing the attractor behavior of the portraits. Under the latter difficult circumstance,
the correlation integrals were also conveniently calculated to help to check the onset. It
was clearly indicated that the behavior near rotating stall was not always recognized by
the phase portrait in three-dimensional space, while the corresponding correlation inte-
gral obviously decreased close to stall. Monitoring of unsteady signals based on the
phase portraits and the correlation integrals, therefore, led to a good judgement of a
nonlinear fluid dynamic system response and to prevent compressors from a disastrous
damage due to flow instability. �DOI: 10.1115/1.2734249�

1 Introduction
As the mass flow is reduced at constant speed, fluid dynamic

instability, i.e., rotating stall or surge, occurs in compressors,
which yields a limit to their operating range. These unstable phe-
nomena have been studied for many years, but many questions
still remain unanswered. For example, it is well known that surge
is preceded by stall in axial compressors. In centrifugal compres-
sors, however, it remains an open question whether rotating stall
has any role on surge. Rotating stall was found in impeller and
diffuser before surge at a low-speed compressor by Kammer and
Rautenberg �1�, and Abdel-Hamid et al. �2�. However, the flow
measurements in a high-speed centrifugal compressor by Toyama
et al. �3� and Fink and Greitzer �4� did not show rotating stall prior
to surge. Instead, they found that surge was preceded by stall
either at the inlet region of a vaned diffuser or in the inducer with
a vaneless diffuser. Rotating stall inception in a centrifugal blower
was researched by Ishida et al. �5,6�.

In axial compressors, recently, a chaos theory has been applied
to analyze the time series data of experiments, exhibiting the dy-
namics of rotating stall and to anticipate the latter from the phase
portraits reconstructed at a critical operating state. Palomba and
Breugelmans �7� and Palomba et al. �8� successfully gave the
phase portrait of small and large rotating stall measured by differ-
ent kinds of sensors in multistage compressors. In centrifugal
compressors, Hagino et al. �9� researched prediction of surge in-
ception with phase portrait reconstruction method. A difficulty
arises from the noise present in data to often cause a fatal ambi-
guity in identifying the attractor of the relevant dynamic system.
The correlation integral becomes useful in such cases, but the
correlation dimension itself is again very difficult to exactly cal-
culate because of noise that affects the distance between two

points of M-embedding dimension on the trajectory and the re-
spective correlation integral. As discussed by Lener �10�, the pres-
ence of noise influences absolute values of the distance, thus, the
correlation integral. However, at a given distance, very little in-
fluence is observed on the relative magnitude among the correla-
tion integral distributions. The correlation integral method was
applied for an analysis of instability in axial compressors �11�,
showing that the correlation integral decreases just before rotating
stall.

The present paper, therefore, focuses on an investigation of the
instability onset in two types of centrifugal compressors, i.e., a
high-speed centrifugal compressor with a vaned diffuser operated
at part speeds �30,000 rpm and 50,000 rpm�, and a low-speed cen-
trifugal compressor with veneless diffuser operated at design
speed �11,000 rpm�. Both methods, the phase portrait reconstruc-
tion and the correlation integral, are employed to observe the
changes in the system dynamics over various mass flows, espe-
cially, near the stall condition.

2 Phase Portrait and Correlation Integral
Reconstruction of a phase portrait from experimental data is not

as easy and exact as from the data calculated based upon math-
ematical equations. In general, the number of degrees of freedom
of a system is not known a priori, so that only a finite number of
noise contaminated data can be extracted from a given system. All
reconstruction techniques are based upon Takens’ theorem �12�
called the method of delay. However, Takens’ theorem supposes
no direct connection with the measuring process nor how to re-
duce the noise effect in experimental data. Neither is there any
indication regarding a choice of the time scales. Broomhead and
King �13� proposed a statistical approach to deal with these prob-
lems. A mathematical approach of SVD �singular value decompo-

sition� is used to extract a new matrix X̄ from the trajectory matrix
X built by experimental data, accordingly to the following for-
mula:
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X̄ = �
�i�noise

�Xai�ai
T

where the eigenvalues and associated basic vectors are denoted by
�i and ai, respectively. The superscript T indicates a transposed
matrix. Phase portrait is visually configured according to a new
three-dimensional coordinate system, �a1 ,a2 ,a3�.

Correlation integral is computed from the fraction of number of
pairs of M-embedding dimension points that are within a given
distance r of each other on the trajectory

C�r� = lim
N→�

1

N2 �number of pairs �i, j� with distance Sij � r�

In centrifugal compressors, just like axial compressors, the cor-
relation integral is expected to change prior to the onset of insta-
bility. In the following sections, two types of centrifugal compres-
sors, a high speed one with vaned diffusers and a low speed one
with vaneless diffuser, are investigated for this purpose.

3 High-Speed Rig With Vaned Diffuser

3.1 Experimental Facility and Instrument. Experiments of
instability in a high-speed centrifugal compressor with flat-plate
�FP� and double circular arc �DCA� vaned diffusers were carried
out, by employing a test turbocharger driven by a hot air turbine.
A cross section of the instrumented impeller and vaned diffuser is
shown in Fig. 1. The impeller full and splitter blades are back
swept at the exit by 30 deg. The diffuser installs vanes of flat plat
or double circular arc profiles. There is no inlet guide vane. De-
sign parameters and the geometry are summarized in Table 1.

In addition to conventional probes for pressure and temperature
measurements to yield overall performance, eight static pressure
taps were provided on the compressor casing wall. There are two
taps �① and ②� at 45 deg. apart circumferentially at the impeller
inlet, one �③� at the impeller outlet, one �④� at the diffuser inlet,

two deg. circumferential position �⑤ and ⑥� at 120 at the diffuser
throat, one �⑦� in front of the diffuser outlet, and one �⑧� at the
scroll. Four high-response pressure transducers �d-c coupled Ku-
lite model� were installed at a time, and four-channel LeCroy
recorder was employed for unsteady pressure data.

3.2 Performance Maps. Measured performance curves of
pressure ratio versus mass flow at 30,000 rpm and 50,000 rpm are
shown in Fig. 2. The compressor characteristic at 50,000 rpm
speed line is steeper than at 30,000 rpm because of compressibil-
ity. Two types of diffuser vanes, FP and DCA, were tested, and the
operating range exhibited a little larger with DCA than FP. At
30,000 rpm, rotating stall always appeared prior to surge in the
diffuser inlet region, showing a different mass flow between FP
and DCA. The rotating stall grew gradually as the mass flow rate
was reduced. At 50,000 rpm, however, the unstable phenomena
were very different. The centrifugal compressor with DCA di-
rectly entered both mild and deep surge, while, with FP, the rotat-
ing stall was encountered in sequence at the diffuser inlet region.

3.3 Phase Portraits. Figure 3 gives the phase portraits of
rotating stall, with FP vaned diffuser at 30,000 rpm, which were
reconstructed from the pressure traces measured at the impeller
outlet, the diffuser throat, and the diffuser outlet, respectively
�14�. The phase portraits at the impeller outlet and diffuser throat
show a clear feature of rotating stall, but the one looks random at
the diffuser outlet, owing to low signal to noise ratio.

The phase portraits of surge shown in Fig. 4 were reconstructed
from the pressure time traces at a reduced mass flow rate of 0.55
with FP along 50,000 rpm speed line �14�. The phase portrait at
the impeller inlet indicates the feature of surge, “knee” and quasi-
periodic oscillation. The others at different three positions, how-
ever, show the feature of classic surge �surge and rotating stall�,
especially, with a clear indication at the diffuser throat.

From the phase portraits of the rotating stall and surge �Figs. 3
and 4�, it is clear that successful reconstruction of the phase por-
trait for rotating stall is very dependent on the streamwise loca-
tion, since rotating stall is locally unstable phenomenon that leads
to different signal to noise ratio along the streamwise direction.
On the other hand, the phase portrait of surge does not depend on
the location. Therefore, if the phase portrait reconstruction is em-
ployed to detect the onset of rotating stall, the selection of mea-
surement locations becomes very important.

3.4 Fundamental Phase Portrait and Its Correlation
Integral. Concerning the inception of rotating stall, a well-known
observation in axial compressors is the appearance of a distur-
bance of long or short length scale close to the stall line �15�
exhibiting the propagation speed equal to or less than the rotor
revolution, respectively. In order to catch such small disturbances,
there are two ways of phase portrait reconstruction. One is that the
window length in SVD method be determined based on BPF

Fig. 1 Test compressor

Table 1 Compressor design data

Outlet radius 136 mm
Inlet radius �hub� 35.5 mm
Inlet radius �shroud� 94.4 mm
Number of full blade 10
Number of splitter 10
Number of FP or DCA vane 21
Total temperature 288 K
Total pressure 101,300 Pa
Max. revolution 76,000 rpm
Max. pressure ratio 3.6

Fig. 2 Performance map
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�blade passing frequency�, while the other is that the window
length is chosen based on the rotor rotating frequency to eliminate
BPF.

The former has to be of more practical importance, since it can
be easily imagined that the latter treatment does not reflect, in the
phase portrait, the correct unsteadiness away from near-stall op-
eration, neither involving the nonlinear growth of disturbance,
which is the primary concern, presently. The phase portrait recon-
structed according to the former way will hereafter be called the
fundamental phase portrait. The phase portrait thus differs from

the fundamental, if the window length is taken based on the ro-
tating stall frequency. If any disturbance appears suddenly in the
flow field, it must enforce some points to deviate from the trajec-
tory on the phase portrait so that the fundamental phase portrait
must be changed in phase space.

Based on this consideration, Fig. 5 compares the fundamental
phase portraits at different mass flow rates; that is, Fig. 5�a�–5�c�
show those far from rotating stall, near rotating stall, during small
rotating stall, respectively. They were reconstructed from the pres-

Fig. 3 Phase portraits of rotating stall at 30,000 rpm „m /mref=0.198…

Fig. 4 Phase portraits of classic surge at 50,000 rpm „m /mref=0.55…

Fig. 5 Fundamental phase portraits at 30,000 rpm: „a… m /mref=0.2639, „b… m /mref=0.2308, and „c…
m /mref=0.2156
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sure time traces at the diffuser inlet of FP vanes at 30,000 rpm
operation. It is immediately apparent from the very tangled ap-
pearance of the fundamental phase portraits that the behavior of
the pressure time traces may be too complex to be represented in
three dimensions.

The correlation integral becomes useful for analyses of this
three operation states. In order to obtain absolute correlation inte-
gral, calculation of correlation dimension should be convergent
with suitable selection of the parameter, delay time, embedding
dimension. However, the correlation dimension itself can not cal-
culated correctly with any selection of parameters�sampling time,
delay time, embedding dimension� if there is noise in experimen-
tal data �16�. Because noise affects the distance between two-
points of M-embedding dimension on the trajectory, Fig. 6�a�
gives distribution of correlation integral versus correlation dis-
tance of two-point corresponding to phase portraits in Fig. 5. The
parameters are selected as 20 revolution for data length, 10 for
embedding dimension, 2 �s for sampling time, 2 �s for delay
time. If the correlation distance selected largely, for example
Log2�r�=−4, as Fig. 6�b� shown, the corresponding correlation
integrals give a clear tendency of sharp drop on their evaluated
curve when the mass flow is reduced close to stall. This drop must
be the indication of a drastical change in the compressor dynamics
before stall and during stall. It is indicated that very little influence
is resulted on the relation among the correlation integral distribu-
tions at a given correlation distance �10,11�. Theoretically, the
data length must be long enough to contain all the information
relevant to the system dynamics. Empirically, to meet the compu-
tational time, the data length may be sufficient to take more than
ten rotor revolutions.

3.5 Near-Stall Correlation Integral. Figure 7 shows a de-
tailed distribution of the correlation integrals near rotating stall,
calculated from the pressure traces of 30,000 rpm operation at FP
diffuser inlet. In these calculations, the data length and embedding
dimension were chosen to be the same as those of Fig. 6. Unfor-

tunately, the mass flow was not measured due to male operation of
the measurement instrument, but the abscissa corresponds to a
regular throttling covering about 1.3% of the valve area closing
near the onset of rotating stall. The plottings oscillate due to the
unstable flow, but the descending trend is vividly shown with a
steep slope past the onset point. In the present configuration of the
FP vaned diffuser, therefore, the threshold level of the correlation
integral for secure operation is between −2.5 and −3; thus, the
judgement is that the compressor plunges in rotating stall, when
the correlation integral becomes �−3.

3.6 Effect of Locations. Figure 8 shows similar plottings cal-
culated from the pressure traces at the impeller outlet, diffuser

Fig. 6 „a… Correlation integral plots with three mass flow at
30,000 rpm and „b… Distribution of the correlation integral ver-
sus mass flow at 30,000 rpm

Fig. 7 Detailed distribution of the correlation integral near ro-
tating stall at 30,000 rpm

Fig. 8 The correlation integral versus the mass flow at various
mass at 50,000 rpm
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throat and in front of the diffuser outlet, respectively. FP vaned
diffuser was installed as previously, but the rotational speed was
increased to 50,000 rpm. It can be observed that all curves reveal
a sharp drop in the ordinates close to surge. At the position in
front of the diffuser outlet, another interesting drop at the mass
flow rate about 0.72 is obviously seen, which was because of flow
choking; consequently, a shock wave appeared in front of the
diffuser outlet. The correlation integral is sensitive to any flow
disturbance in the flow field.

Detailed changes of dynamics near rotating stall with FP vaned
diffuser at 50,000 rpm were also investigated in Fig. 9. The plot-
tings correspond to four positions, namely, impeller inlet, two
diffuser throat positions, and scroll casing wall, covering a range
of mass flow rate from 0.57 to surge by means of 1–2% reduction
of throttle area. Rotating stall appeared at the abscissa 5 at the
diffuser inlet region before surge. The ordinates are almost con-
stant along the abscissa before surge at the impeller inlet and
scroll. At the diffuser throat, they decrease just before and during
the developing process of rotating stall until surge. Between the
circumferential two positions of the diffuser throat, the trend of
plottings is almost the same.

3.7 Effect of Diffuser Vane Profile. Figure 10 shows the cor-
relation integrals versus mass flow rate, with DCA vaned diffuser
at 50,000 rpm, at the impeller inlet, impeller outlet, diffuser
throat, and in front of the diffuser outlet, respectively. All corre-
lation integral curves have a drop just before surge, among those a
gradually descending trend at the diffuser throat and impeller inlet
can be recognized. Since, in this case, rotating stall was never
observed at four positions before the surge, the latter descend may
be due to locally stationary stall phenomena. Compared to the FP

correlation integral curve in Fig. 9, DCA therefore gave less de-
cent in the correlation integral at the diffuser throat.

4 Low-Speed Rig With Vaneless Diffuser
The experiments for investigating the flow field in a centrifugal

compressor with a larger impeller and vaneless diffuser, operated
at design speed 11,000 rpm, were reported by Lener �10�. A pri-
mary objective is detailed velocity measurements by using LDV,
but as shown in Fig. 11, unsteady pressure was also measured at

Fig. 11 Test compressor and measurement positions

Fig. 12 Performance map

Fig. 13 Fundamental phase portraits reconstructed from ex-
perimental data

Fig. 9 The correlation integrals around surge at four positions
„FP vanes, 50,00 rpm…

Fig. 10 The correlation Integrals vs. mass flow at four posi-
tions „DCA vanes, 50,000 rpm…

Journal of Fluids Engineering JUNE 2007, Vol. 129 / 777

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



three streamwise positions on the casing wall, namely, full blade
inlet ①, between full blade and splitter leading edges ②, and be-
hind splitter leading edge ③. The compressor performance map is
given in Fig. 12, which shows the surge line near the mass flow
rate of 0.25.

The fundamental phase portraits corresponding to various mass
flow rates are shown in Fig. 13, which were reconstructed from
the experimental pressure time traces at positions ①–③. Due to
the absence of impeller and diffuser interaction, the structure of
fundamental phase portraits at large mass flow rate of 0.42 ex-
presses clearly the quasi-periodic pattern. The results yield a good
agreement with those of CFD simulation at mass flow rate of 0.42
and 0.36 �Fig. 14� based on the unsteady Euler equation imposing
pressure distortion at the impeller outlet �17�, which indicates that
the viscous effect near wall at a large mass flow rate is very small.

As seen in Fig. 13, however, the structure became gradually
tangled, when the mass flow was reduced. That is because the
viscous effect can be no longer neglected due to the occurrence of
significant boundary layer separation, as well as other noises due
to throttling that leads to flow instability. These effects make the
system dimension increase, consequently, the flow behavior in the
compressor cannot be properly expressed by the phase portrait in
only three dimensions.

The correlation integrals were, therefore, calculated again, in
Fig. 15. At the measuring positions ① and ②, the descent of the
correlation integrals is small at the four mass flow rates chosen.
However, at the measuring position ③, the plotting shows a sud-
den drop at the mass flow rate of 0.25, which reflects the appear-
ance of a small rotating stall at the impeller outlet region. It is
clearly demonstrated that, to discern the danger of this low-speed
compressor rig operation, signal monitoring at the rear part of the
impeller passage is crucial.

5 Conclusion
Phase portrait analysis of time series of pressures, acquired in

two types of centrifugal compressors over various mass flow rates,
gives a good visual and qualitative representation of the system
dynamics response to the occurrence of flow instability. Inspec-
tion of the trajectories resulted discernable differences in phase
portrait, when the compressor operation moves toward stall along
a stable characteristic line. The behavior reflecting complex phe-
nomena near rotating stall becomes difficult to be properly ex-
pressed by the phase portrait in three dimensions. The sensitive
correlation integral method is then appropriate to check the dy-
namics of unsteady and unstable flow. The following are the sum-
mary of findings:

1. Rotating stall and surge in centrifugal compressors may be
represented, such as in axial compressors, by the phase por-
traits in low dimensions. In the case of rather local rotating
stall phenomenon, the selection of streamwise measurement
positions is very important for successful reconstruction of
the phase portrait. Whereas, in case of surge phenomenon,
the measurement position is of relatively little influence on
its reconstruction.

2. For highly nonlinear unstable phenomena near stall, the cor-
relation integral method becomes very useful and effective.
In the two types of compressors investigated, the correlation
integral yielded always a large constant value far from the
rotating stall, and decreased to a threshold value gradually
according to throttling procedure toward rotating stall. It is
manifested that the correlation integral method is applicable
to identify the onset of rotating stall.

3. Relatively, the correlation integrals are insensitive to the on-
set of surge. When the centrifugal compressor directly en-
tered surge, there was no preference of measuring locations,
nor indication of discernable changes, but a sudden drop was
observed during surge in the correlation integral curves.
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Modeling of Effect of Inflow
Turbulence Data on Large Eddy
Simulation of Circular Cylinder
Flows
A random flow generation (RFG) algorithm for a previously established large eddy simu-
lation (LES) code is successfully incorporated into a finite element fluid flow solver to
generate the required inflow/initial turbulence boundary conditions for the three-
dimensional (3D) LES computations of viscous incompressible turbulent flow over a
nominally two-dimensional (2D) circular cylinder at Reynolds number of 140,000. The
effect of generated turbulent inflow boundary conditions on the near wake flow and the
shear layer and on the prediction of integral flow parameters is studied based on long
time average results. Because the near-wall region cannot be resolved for high Reynolds
number flows, no-slip velocity boundary function is used, but wall effects are taken into
consideration with a near-wall modeling methodology that comprises the no-slip function
with a modified form of van Driest damping approach to reduce the subgrid length scale
in the vicinity of the cylinder wall. Simulations are performed for a 2D and a 3D con-
figuration, and the simulation results are compared to each other and to the experimental
data for different turbulent inflow boundary conditions with varying degree of inflow
turbulence to assess the functionality of the RFG algorithm for the present LES code and,
hence, its influence on the vortex shedding mechanism and the resulting flow field
predictions. �DOI: 10.1115/1.2734225�

Keywords: LES method, turbulent inflow data, random flow generation (RFG) algorithm,
circular cylinder, turbulent wake, subcritical flow regime, turbulence

1 Introduction
The turbulent flow field around a circular cylinder is of great

practical importance for many engineering applications, such as
hydrodynamic loading on ocean marine piles and risers, which are
utilized for modern offshore structures used for the production of
hydrocarbons. Since many of the new developments for produc-
tion are located at water depths of 1000 m and possibly more, the
length of risers are considerable, and it is necessary to accurately
predict the time-dependent hydrodynamic forces induced by cur-
rents and waves to optimize riser, riser system, and riser bundle
design with a high confidence level for such water depths. Be-
cause of a geometric similarity between a circular cylinder and a
riser the fluid flow investigation can be initially conducted for a
cylinder with a circular cross section and then can be extended to
the real fluid flow solution for risers and riser systems. The early
experimental studies �1,2� show that the transition from laminar to
turbulent flow regime in the boundary layer can take place even at
very low Reynolds numbers and the boundaries of the flow re-
gimes can vary significantly depending upon the actual values of
surface roughness, freestream turbulence, length-to-diameter ratio,
wind-tunnel blockage as well as the Reynolds number �3�. Be-
cause of the occurrence of turbulence in the boundary layer the
computational studies of the vortex shedding from the cylinder
may require turbulence modeling.

In the literature, there is a wide variety of numerical studies
based on different types of turbulence modeling ranging from
Reynolds averaged Navier-Stokes equations �RANS� based turbu-
lence models �4,5� to LES �6–9� to predict the turbulent vortex

shedding from a bluff body. Tutar and Holdo �9� conducted vari-
ous transient simulations of the turbulent flow around a nominally
two-dimensional circular cylinder and conclude that LES calcula-
tions yield much more realistic flow field prediction than the
RANS-based turbulence model calculations even for two-
dimensional mesh systems including moderate spatial resolutions.
Despite its superiority to RANS-based turbulence models there
are still some unresolved issues in LES applications to the turbu-
lent flow simulations. Turbulent inflow boundary conditions and
the near-wall treatment are two of most important ones. When
there is high Reynolds number flow, the inflow turbulence cannot
be ignored and some methods of generation of turbulence with
prescribed turbulence intensity �i.e., wind tunnel turbulence level�
at the inflow boundary are required in order to account for the
turbulence effects. In order to generate inflow turbulence, two
groups of approaches in the numerical studies may be used. One is
to conduct the auxiliary simulations of turbulent flow fields using
LES approach �10,11� and to store the time series of fluctuating
velocity components for inflow boundary conditions of the main
simulations. In this approach, the velocity field extracted from a
plane near the domain exit is basically rescaled and then is rein-
troduced as a boundary condition at the inlet. This method re-
quires a large computational load, and its success mainly depends
on the accurate calculation of turbulence statistics that account for
prescribed target characteristics. This approach will not be appli-
cable to cases where scale laws are nontrivial. Another approach
is to artificially generate time series of random velocity fluctua-
tions by performing an inverse Fourier transform for prescribed
spectral densities. There are several numerical studies with vary-
ing degrees of success in this approach �12–14�. This method may
require a fairly lengthy development section as a transient region
due to the fact that the synthetic velocity field generated by the
random fluctuation approach may lack both turbulent structure
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and nonlinear energy transfer. Therefore, a more robust boundary
data generation method is required. To eliminate the disadvantage
of other methods, Celik et al. �14� suggested a relatively simple
random flow generation �RFG� algorithm, which can be used to
prescribe inlet condition as well as initial conditions for spatially
developing inhomogeneous anisotropic turbulent flows. The algo-
rithm is based on the study of Kraichnan �15� and is successfully
applied to particle dispersion modeling, flat plate wake and shear
layer flows by Smirnov et al. �16�. This is the approach used in the
present study.

Near-wall treatment is another issue to be addressed in LES.
“Law of the wall” boundary conditions can reduce the cost of the
simulations. However, they do not seem to be reliable enough to
be used with confidence in bluff body flows where the unsteady
separation occurs �17�. The best treatment, therefore, may be to
avoid any kind of wall functions and to resolve the boundary layer
with a high mesh resolution while using no-slip boundary condi-
tions at the wall. The LES study conducted by Breuer �6� shows
that an increase in mesh resolution does not automatically lead to
an improvement of the flow predictions, and special attention is
needed for LES to accurately simulate the wall affected region in
the subcritical flow regime. Tutar and Holdo �9� suggested a near-
wall modeling methodology, which comprises the no-slip wall
function with a damping term to reduce the length scale up to
some point from the cylinder wall. They argued that the use of the
standard van Driest wall function for bluff body flows is question-
able and a modified form of the van Driest damping function
should be employed to reduce the subgrid scale length within the
variable distance in the vicinity of the wall. The recent LES study
of de With et al. �18� employs a dynamic grid adaptation �DGA�
algorithm that concentrates mesh refinement in near-wall region to
overcome the unsteadiness of the transitional flow field, which
makes a conventional mesh insufficient.

The present numerical study attempts to improve the LES pre-
dictions for bluff body flows with the use of a random flow gen-
eration algorithm for generating turbulent inflow boundary condi-
tions for a LES code previously established by Tutar �19�. The
turbulent inflow data for LES are produced with a varying degree
of isotropic turbulence. The wall effects are taken into account for
different mesh resolutions with a near-wall modeling methodol-
ogy, which combines the no-slip function with a damping vari-
able, which is responsible for the subgrid scale reduction in the
near-wall region. The investigated flow has a Reynolds number of
140,000, which indicates subcritical flow regime, and it is neces-
sary to simulate the effects of turbulence in the near wake of the
cylinder after separation.

2 Governing Equations
The Navier-Stokes equations and continuity equations are fil-

tered in order to give a foundation for the LES method in which
the larger eddies can be resolved explicitly by the fine mesh, while
the small scales referred to as subgrid �SGSs� scales are modeled.
For the turbulent flow computations the filtered Navier-Stokes
equations and the continuity equation can be written as follows:

�

�t
��ūi� +

�

�xj
��ūiūj� =

�

�xj
��

� ūi

�xj
� −

� p̄

�xi
−

��ij

�xj
�1�

��

�t
+

��ūi

�xi
= 0 �2�

where � is the fluid density, � is the dynamic viscosity of the
fluid, ūi is the filtered value of the velocity, p̄ is the filtered value
of the pressure, and �ij is the subgrid scale stress defined by

�ij = �uiuj − �ui uj �3�
To close the filtered equations, the subgrid scale stress is modeled
using a viscous analogy. The subgrid scale stress can thus be
expressed as

�ij = − 2�tS̄ij +
2

3
kSGS�ij �4�

where kSGS is the subgrid scale kinetic energy, S̄ij is the strain rate
tensor of the resolved flow field and �t is the sub-grid scale vis-
cosity term calculated by the Smagorinsky model �20� given as

�t = �l2�2S̄ijS̄ij�1/2 �5�

with l is the characteristic subgrid length scale, which is related to
the with of the filter, � used as

l = Cs� �6�
The first term on the right-hand side of Eq. �6�, the Smagorinsky
constant Cs, is chosen in a range from 0.10 to 0.30. The second
term, the filter width �, as an indication of the characteristic
length scale separates large and small-scale eddies from each
other and can considered to be an average cell size. It is calculated
for 2D and 3D elements in the present finite element method
�FEM� based code �21� due to Tutar and Holdo �9� as

� = ��x�y�1/2 �2D�

� = ��x�y�z�1/3 �3D� �7�
Therefore, the subgrid length is calculated directly from the local
grid size and the grid size distribution is thus very important for
the present subgrid scale �SGS� model. The calculation of the
subgrid viscosity is performed using a subroutine that returns an
array of values at each integration point of the finite element in the
computational domain at each time step.

3 Random Flow Generation (RFG) Algorithm
The present RFG algorithm is a modified form of the previously

developed algorithm �14� which is based on a method of synthe-
sising the divergence free vector fields from a sample of Fourier
harmonics and is incorporated into a general purpose finite ele-
ment code �21� with which the LES code is applied to generate a
realistic inflow field. The RFG algorithm can be used to prescribe
inlet conditions as well as initial conditions for spatially develop-
ing inhomogeneous, anisotropic turbulent flows �16�. When the
RFG algorithm is used for LES, the fluid particles should follow a
time-dependent flow-field and fluctuating component should still
be added to it at smaller turbulent scales �16�. The fluctuating
component is derived from the turbulence intensity and length
scales, provided by the turbulence model or via empirical rela-
tions. In this procedure adopted here, a homogeneous isotropic
transient flow field is realized as a superposition of harmonic
functions as previously suggested by Kraichnan �15�

���x�,t� =� 2

N�
n=1

N

���1�k�n� cos�k�n · x� + �nt� + ��2�k�n� sin�k�n · x� + �nt�� ,

�8�
In Eq. �8�,

��1�k�n� = ��nxk�n, ��2�k�n� = 	�nxk�n �9�
with

k�n · ��1�k�n� = k�n · ��2�k�n� = 0 �10�

where the components of vectors ��n and 	�n and the frequency �n
are chosen independently from a Gaussian distribution with a
standard deviation of unity, N�0,1�. Each component of k�n is a
Gaussian random number with a standard deviation of 1/2. Here,
N is the number of terms in series. The generated flow field is then
homogeneous, isotropic, and divergence free �16�.

The RFG algorithm utilized here is realized in 3D manner using
a subroutine written in a hybrid code language. For this purpose,
the subroutine, which is located in the present LES code for the
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imposition of velocity boundary conditions performs a calculation
of velocity fluctuations in accordance with a proper selection of
length and time scales for the turbulence conditions and then re-
turns the calculated values of fluctuating velocity components at
each grid point of the inflow boundary at each time step.

4 Near-Wall Treatment
Near-wall treatment of the LES method needs consideration in

order to account for the fact that, on a solid wall, the large eddies
dissipate energy directly rather than by the usual energy cascade
involving smaller eddies. Therefore, the LES method should ac-
count for the fact that, at the wall, the strain rate term in the
subgrid viscosity equation does not vanish, whereas the subgrid
stresses does, implying that the subgrid turbulent viscosity has to
become zero at the walls. Because of this fact, in the present
study, a near-wall modeling methodology that combines the no-
slip wall boundary conditions approach with a damping function
approach based on the van Driest mixing length formulation �22�
is used. In this approach, wall effects are taken into consideration
by reducing the subgrid length scale in the boundary layer up to
some point from the cylinder wall, where the effects on the tur-
bulence become negligible. In order for the near-wall methodol-
ogy to perform well, the boundary layer is resolved by high mesh
density. A damping function Df is introduced to reduce the subgrid
length up to a location in the boundary layer, where y=0.10D,
where D is the cylinder diameter, and is calculated by an alterna-
tive form �9� of van Driest’s function as follows:

Df = 	1 − exp�− y+

A+ �3
1/2

�11�

where A+ is a constant for which a value of 25 is used. Equation
�11� has the property of yielding not only l
0, but also �l /�y=0
on the wall. This may be preferable for numerical reasons �e.g., to
avoid sharp gradients of l�. Thus, to take wall effects into account,
in the wall region the length scale is damped and the new length
scale is determined according to

l = Cs�Df �12�
All calculations in the present study are carried out with a Sma-
gorinsky constant of Cs
 0.10, which is a typical value for prac-
tical applications of the LES computations of nonhomogeneous
and anisotropic flows leading to improved results �6�.

5 Mesh Configuration and Numerical Details
The flow is described in a Cartesian coordinate system �x, y, z�,

in which the x-axis is aligned with the streamwise direction, z-axis
is parallel with the spanwise direction or the cylinder axis, and
y-axis is perpendicular to both directions, as shown in Fig. 1. The
geometric size of the flow domain and the corresponding velocity
boundary conditions for all 3D numerical simulations are also
shown in Fig. 1. A stationary 3D circular cylinder with a nondi-
mensional unit diameter D is situated in the center of the vertical
plane and exposed to a time- and spanwise-averaged freestream
velocity U. The Reynolds number based on the freestream veloc-
ity and the cylinder diameter is 140,000. Inlet �upstream�, upper,
and lower boundaries are extended laterally to minimize the ef-
fects of the boundaries on the cylinder. The blockage ratio of the
cylinder within the flow domain is 0.071, less than the value of
0.08 needed to eliminate blockage effects on the flow due to the
study of Ramamurthy and Ng �23�. The blockage ratio of the
experimental study of Cantwell and Coles �24�, on the other hand,
is noted as a value of 0.04. In the present study, there are also no
boundary layers on the sidewalls of the flow domain �boundary
layers are, of course, present on the wind-tunnel walls� due to the
symmetry boundary conditions; thus, the effect of blockage is less
than for a typical experimental case. The flow domain is also
extended long enough downstream to eliminate the far field ef-
fects on the near wake and to produce full development of the

vortex street. The chosen spanwise domain size of 4D is larger
than that of �D, which is found to be adequate for the flow at
subcritical Reynolds numbers �25�. Then simulations are carried
out for the mesh resolution of 325�300 and 435�300 grid points
in the �x, y� direction and 435�300�32 and 435�300�44 grid
points in the �x, y, z� direction to study the effect of mesh resolu-
tion and 3D effects on the flow results.

The structured meshes for the present study are illustrated in
Fig. 2. The computational domain contains grid points, which are
nonuniformly spaced in the x and y directions and uniformly
spaced in the z direction. Very fine mesh resolution is used sur-
rounding the cylinder vicinity. The mesh size is increased with the
distance from the cylinder surface, and the location of the first
grid point from the cylinder wall is chosen to be 0.0015D to
adequately resolve the boundary layer. Mesh space is stretched
using a geometric progression function with expansion factors in
the streamwise and lateral directions. On the other hand, equally
distributed grid points are used in the spanwise direction in which
the length of the computational domain is not so large so that our
attention is restricted to eddies that are small compared to the
diameter of the cylinder. The whole computational domain is sub-
divided into a finite number of small two-dimensional four-noded
finite elements for 2D simulations and eight-noded brick elements
for 3D simulations. All simulations are carried out using a finite
element solver �21�. The nonlinear equation systems resulting
from the finite element discretization of the flow equations are
solved using a segregated solution algorithm with a second-order
trapezoid time integration scheme in order that the advection
terms may have a higher order of accuracy and the solution may
be stable. All fluid properties, including density and the dynamic
viscosity, are assumed constant. Nondimensional time step, t*

�=Ut /D�, where U is the time-averaged streamwise velocity at the
inflow boundary, D is the cylinder diameter, and t is the time, is
chosen at a value of 0.005. The iterative convergence criteria is set
to 10−3 for all solution variables in simulations. All integral vari-
ables are made nondimensional by using U and D. In the present

Fig. 1 The geometric configuration of the flow domain and the
corresponding velocity boundary conditions. The fluctuating
velocity components „ũ , �̃ ,w̃… at the inflow boundary are com-
puted by the RFG algorithm and are superimposed on the time-
averaged velocity values.
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study, simulations are carried out considering the following
boundaries and the following corresponding velocity boundary
conditions:

1. Inflow boundary: Random velocity fluctuations �ũ , �̃ , w̃�
generated by the RFG algorithm are superimposed on the
corresponding velocity components. The time- and
spanwise-averaged streamwise velocity component is as-
sumed to be uniform, ��u�tz=U� while other velocity com-
ponents are assumed to be zero ����tz= �w�tz=0�.

2. Outflow boundary: Free out flow boundary conditions are
imposed. Diffusion fluxes for all flow variables in the direc-
tion normal to the exit plane are assumed to be zero.

3. Top-bottom boundaries: Periodic boundary conditions at the
top and bottom boundaries are used to simulate a small por-
tion of the infinitely long cylinder.

4. Lateral boundaries: Symmetry boundary conditions at the
transverse boundaries are applied in order to take into ac-
count a small portion of an infinite domain is modeled. The
normal velocity components and the normal gradients of all
velocity components are assumed to be zero.

5. Cylinder surface: A no-slip velocity boundary condition is

prescribed at the cylinder surface. A near-wall methodology,
which comprises the no-slip velocity boundary condition
and a damped mixing length model, is used to simulate the
flow in the vicinity of the cylinder surface.

6 Results and Discussions
The influence of turbulent inflow data on the turbulent vortex-

shedding mechanism and, hence, on the flow predictions is stud-
ied to assess the functionality of the RFG algorithm for the
present LES code and to constitute a better mechanism for the
treatment of velocity fluctuations at the inflow boundary in future
LES calculations of bluff body flows. For this reason, numerical
simulations are performed in conjunction with the RFG algorithm
for different turbulent inflow boundary conditions �i.e., varying
degree of turbulence�, which are completely ignored in the previ-
ous numerical studies �6,7,18� conducted, at a Reynolds number
of 140,000. At this Reynolds number, the flow is in the subcritical
flow regime and the reported wind-tunnel inflow turbulence of
which isotropic turbulence level Iu is 0.6% due to the experiment
of Cantwell and Coles �24� and a selected nondimensional length
scale of turbulence lt /D of 0.02. The simulations are performed in
3D manner as the turbulent vortex shedding from the cylinder is
considered to be 3D and vortex shedding mechanism plays a ma-
jor role in the near wake turbulent flow characteristics �24�. 2D
simulations are also performed to show the necessity for 3D cal-
culations in the present LES code. All 2D and 3D simulations are
performed trying to maintain similar characteristics of mesh con-
figuration, solver-setup and turbulence modeling parameters in or-
der to make the results comparable. The simulations and integral
flow parameter values, namely, the nondimensional vortex-

shedding frequency St�, time-averaged drag coefficient C̄D, fluc-

tuating lift coefficient C̃L, time-averaged base pressure coefficient

C̄pb, and separation angle ̄s calculated for each simulation, are
summarized in Table 1.

6.1 Primary Flow Features. In the subcritical flow regime,
the boundary layer developing along the cylinder surface remains
laminar up to and after the separation point and becomes turbulent
somewhere in the free shear layer region as suggested by Achen-
bach �1�. For this reason, the vortex-shedding prediction requires
turbulence models. Franke and Rodi �26� show that the occurrence
and quality of the vortex-shedding prediction depend strongly on
the turbulence models used and the integral flow parameter calcu-
lations are significantly affected by the vortex-shedding predic-
tions. Bearing this in mind, the formation and shedding of vortices
in the near wake of the cylinder are studied by considering differ-
ent turbulent inflow boundary conditions. Basic flow features,
such as primary and secondary separations, vortices developing
from the cylinder surface, and the well-known von Karman vortex
street with periodic vortex shedding, are observed for each simu-
lation. For brevity, only those obtained from a simulation con-
ducted at turbulence intensity of 0.6% for a mesh resolution of
435�300 grid points in 2D �case 2� and 435�300�44 grid
points in 3D simulations �case 4� are presented in this section.
Figures 3�a�–3�c� show the instantaneous velocity vectors for
cases 2 and 4 at two different spanwise locations at nondimen-
sional time of t*=105.2 in the near wake flow field of the cylinder.
As can be easily seen in Figs. 3�a�–3�c�, there is a clear demarca-
tion between the flow patterns obtained from 2D and 3D compu-
tations. The different flow patterns are also observed in the differ-
ent spanwise locations for the 3D computations and can be
attributed to the lack of two-dimensionality in the present calcu-
lations. The main difference between the 2D and 3D calculations
occurs in the simulated counterrotating secondary eddies attached
to the backward side of the cylinder and the small-scale eddies in
the base region. It can be observed in Fig. 3�a� that large second-
ary eddies in the separated shear layer are obtained from the 2D
simulation. In contrast, the secondary eddies formed in the 3D

Fig. 2 A computational mesh used for the present LES calcu-
lations. The mesh contains 435Ã300Ã32 grid points: „a… Glo-
bal 3D mesh view, „b… 2D local mesh view around the cylinder
in the x-y plane, and „c… 2D mesh view in the x-z plane.

Journal of Fluids Engineering JUNE 2007, Vol. 129 / 783

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



simulations are much smaller and fewer in number as seen in Figs.
3�b� and 3�c�. The secondary vortices may occur due to a separa-
tion of the back flow from the cylinder surface, i.e., a second
separation of the flow and play important role in determining
some important flow features, such as the transient behavior of the
separation position and small scale of turbulent fluctuations,
which give rise to the turbulent momentum exchange towards free
shear layers �9�. However, the presence of these vortices, previ-
ously observed experimentally by Bouard and Coutanceau �27�
for lower Reynolds numbers, does not have any significant effect
on the surface pressure distribution for either the 2D or 3D case,
and hence, the predictions of the drag forces computed from
present 2D and 3D calculations. The discrepancy between the 2D
and 3D force coefficient calculations is probably due to the small-
scale vortices originating near the backward stagnation point due
to the interaction of the two separated shear layers. The 3D cal-
culations clearly indicate the existence of small-scale eddies with
three-dimensional structures in the base region, which is presum-
ably associated with the transition to turbulence in the near wake
for subcritical flows as indicated previously by Kato and Ikegawa
�28�. In addition to the simulation differences in the existence of
those small-scale eddies in the base region, the discrepancy in the
simulated strength of the large vortices appearing in the near wake
region can also lead to the variations in the force coefficient de-
terminations for 2D and 3D computations as summarized in Table
1. The simulated strength of the large vortices is found to be
weaker for the 3D case than for the 2D case due to more elon-
gated large-scale vortices in the formation region in the near wake
for the 3D case. As the wake further develops, the large vortices
slowly shift away from the cylinder due to their self-induced ve-
locity fields and the instabilities originating from the rounding
errors and numerical dispersion in addition to the upstream effects
lead the flow to eventually become asymmetric. While the asym-
metry dominates the near wake flow behind the cylinder, for the
present set of calculations, the large vortex on the lower side of
the cylinder grows more rapidly than the one on the upper side of
the cylinder, and is shed at t*=18.4 for the 2D simulation. On the
other hand, the first large vortex is shed from the upper side of the
cylinder at t*=12.3 for the 3D simulation. The smaller time taken
for the first vortex to be shed from the cylinder surface in the 3D
case can be attributed to rapid interaction between the two sepa-
rated shear layers with opposite vorticity, resulting in earlier rol-
lup and cutoff of vortex sheet to vortices and strong 3D flow
behaviors in association with the existence of small-scale eddies
interacting with the large ones in the base region. Two elongated
large vortices shed at about the same time are discernable for the
3D case as shown in Fig. 3�c� while alternating vortex shedding is
seen in Fig. 3�a� for the 2D case. The different vortex shedding
mechanisms obtained in the different spanwise locations can be
closely related to the vortex stretching mechanism in the near
wake for the present 3D computations as seen in Figs. 3�b� and
3�c�.

The instantaneous vorticity contours obtained from 2D and 3D
cases in different 2D planes in the wake of the cylinder are seen in
Figs. 4�a�–4�c� at a nondimensional time of t*=47.6. The vorticity

patterns obtained from the 3D case indicate that some random
small-scale structures appear in the near wake of the cylinder in
the large-scale structures, as illustrated in the x-y plane at a span-
wise location of z /D=2 in Fig. 4�b�. In contrast to the 3D simu-
lation, the 2D simulation cannot reproduce these small-scale ed-
dies, which interact with the large-scale Karman vortices as seen
in Fig. 4�a�. This is probably due to highly turbulent and 3D flow
structures in the wake region and the inability of 2D simulation in
capturing these small-scale structures. However, the well-known
von Karman vortex street with periodic vortex shedding is dis-
cernable in the 2D case and the more pronounced asymmetric
vortex shedding mechanism obtained from the 2D case. Figure
4�b� shows that the separated shear layers are found to be more
elongated in the streamwise direction in the 3D case because of
vortex stretching mechanism. At the far field, there is also clear
evidence of large-scale irregularities as presented at the midtrans-
verse plane in Fig. 4�c�. The primary separation point shows os-
cillatory behavior during the simulations and the predicted time-
averaged separation angle s is about 91.3 deg for the 2D case and
90.8 deg for the 3D case. The vortex-shedding period is also de-
termined using the power spectral density of the vorticity genera-
tion at a point �x ,y�= �8D ,7D� in the near wake of the cylinder
and is presented in Table 1. The predicted nondimensional vortex-
shedding frequencies are 0.195 and 0.203 for 3D and 2D compu-
tations, respectively, while the experimental study produces 0.179
for the nondimensional vortex-shedding frequency. The computed
value of 0.179 from the study of Cantwell and Coles �24� is ex-
tremely low and not in good agreement with most of the other
experimentally determined values of 0.20 �1,29,30�. The large
deviations between the 2D and 3D results indicate that highly
turbulent 3D structures strongly influence the near wake flow
characteristics and, hence, the predictions of the integrated force
coefficient calculations. The application of the present RFG algo-
rithm seems to slightly improve the 2D results as illustrated in
Table 1. However, much better agreement between the experimen-
tal data and the 3D results are observed.

6.2 Influence of Mesh Resolution. The effect of mesh reso-
lution on the present calculations is tested for four different mesh
systems �cases 1–4� containing 335�300 and 435�300 grid
points in the �x, y� direction, 435�300�32 and 435�300�44
grid points in the �x, y, z� direction with isotropic inflow turbu-
lence level of 0.6%. This value corresponds to the isotropic tur-
bulence intensity value measured in the wind-tunnel experiment
by Cantwell and Coles �24�. Figure 5 illustrates the time-averaged
streamwise velocity distributions in the near wake along a con-
stant x /D=1 position for all four mesh systems and that of ex-
perimental data of Cantwell and Coles �24�. The time averaging is
applied to the LES calculations for a period of 16 shedding cycles
at the end of the each simulation. It is found that time averaging
over 16 shedding cycles is sufficient to achieve statistical steady
state of the near wake turbulence for 3D calculations. In general,
it is seen in Fig. 5 that the agreement with the experimental data is
satisfactory in consideration of 2D simulations except for small
differences in the regions of peak velocity and in the very near

Table 1 Overview of calculated integral parameters at Re=140,000

Simulation
Turbulent inflow data

�Iu isotropic turbulence intensity %�
Mesh

resolution C̄D C̃L C̄Pb Stv ̄s

Case 1 Iu=0.6 335�300 1.370 0.710 −1.56 0.201 91.2
Case 2 Iu=0.6 435�300 1.351 0.701 −1.506 0.203 91.8
Case 3 Iu=0.6 435�300�32 1.287 0.663 −1.286 0.195 88.7
Case 4 Iu=0.6 435�300�44 1.275 0.643 −1.267 0.195 90.3
Case 5 Iu=6 435�300�44 0.902 0.298 −0.976 0.264 107.1
Case 6 Smooth inflow 435�300�44 1.305 0.674 −1.33 0.19 89.4

Experiment �Cantwell and Coles �24�
Iu=0.6% isotropic turbulence�

1.237 - −1.21 0.179 77
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wake region near the centerline. All LES calculations with each
mesh system underestimate the velocity profile in the free shear
layer region while overestimating it in the recirculation zone. The
increase in the mesh resolution slightly improves the predictions

of the streamwise velocity distribution in 2D calculations. How-
ever, the much higher streamwise velocity values obtained on the
centerline of the cylinder may be an indication of the much
smaller recirculation length predictions than that of experimental
value of Cantwell and Coles �24� and this can be attributed to the
nature of 2D simulations, which ignores the vortex-stretching
mechanism, resulting in a shorter vortex formation length behind
the cylinder as indicated by Mittal and Balachandar �31�. In con-
trast to 2D calculations, 3D calculations clearly improve the pre-
diction of streamwise velocity distribution especially in the re-
gions of peak velocity, i.e., free shear layer and the near wake to
reproduce much better recirculation length behind the cylinder.
The predicted recirculation lengths still seem to be underestimated
by the 3D calculations but are found to be in better agreement
with the experimental values. The improved recirculation length
in the 3D calculation can be attributed to the more elongated
separated shear layers as observed in Fig. 4�b� and the existence
of small-scale eddies with 3D structure in the base region. The
deviations from the experimental data decrease with the increase
in mesh resolution.

The influence of mesh resolution on the present flow is also
investigated through the further calculations of time-averaged
pressure distributions over the cylinder surface as illustrated in
Fig. 6. The experimental data of Cantwell and Coles �24� are also
included in Fig. 6 for a comparison. Here, the pressure coefficient

C̄P results from the finest mesh system �case 4� come closer to the

measurements. Also, the mesh refinement study shows that the C̄P

Fig. 3 The instantaneous velocity vectors obtained from 2D
and 3D LES computations at two different spanwise locations
at a nondimensional time of t*=105.2 at inflow turbulence level
of 0.6%: „a… Case 2, „b… case 4, 2D view in the x-y plane at
z /D=0.8D, „c… case 4, 2D view in the x-y plane at z /D=3.5D

Fig. 4 The instantaneous vorticity contours obtained from 2D
and 3D LES at a nondimensional time of t*=47.6 at inflow tur-
bulence level of 0.6%: „a… Case 2, „b… case 4, 2D view in the x-y
plane at z /D=0.8D, „c… case 4, 2D view in the x-z plane at y /D
=0
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values seem to be less mesh dependent than the time-averaged
streamwise velocity for both the 2D and 3D cases. As seen in Fig.
6, on the upstream cylinder half, the time-averaged pressure val-
ues for each mesh system agree well with each other and with the
experimental data. However, on the downstream cylinder half, the
calculated pressure distributions of all mesh systems deviate from
each other and from the experimental data. The deviations in the
pressure distributions become more significant, depending on the
dimensionality of the simulation models. The time-averaged pres-
sure coefficients calculated by the 3D simulations become much
flatter after the separation point, which is an important behavior of
the wake flow in the subcritical regime and qualitatively in better
agreement with the experimental data than the 2D results. This is
mainly due to the fact that on the downstream cylinder half, where
the boundary layer separation takes place, the resolutions of some
important flow features, such as the transition of the flow regime
to the turbulent flow and the small-scale fluctuations associated

with the three-dimensional nature of the near wake flow are not
predicted well with the 2D simulations and both the minimum

pressure coefficient −C̄Pmin and the base pressure coefficient −C̄Pb
are overpredicted. Consequently, the time-averaged drag coeffi-

cients C̄D obtained from 2D simulations are found to be larger
than those obtained from 3D simulations, as illustrated in Table 1.
These parameters strongly correlate with the vortex formation
length, vortex shedding frequency, and strength of the primary
vortices and need to be accurately calculated from the hydrody-
namic point of view.

As the mesh resolution is increased, the vortex structures near
the separation point becomes larger and the time-averaged loca-
tion of the separation point moves further downstream as noted in
Table 1, which illustrates the improvement of pressure profiles
and, hence, the time-averaged base pressure and drag coefficient
values with the higher mesh resolution for each case. Therefore,
the mesh resolution of 435�300�44 grid points �case 4� shows
the better agreement with the experimental data compared to the
other mesh systems tested and is adopted for all subsequent com-
putations of the present study.

6.3 Influence of Inflow Turbulence. The influence of turbu-
lent inflow boundary conditions on the present flow is extensively
studied with varying degree of isotropic turbulence for mesh sys-
tem of 435�300�44 grid points. With this regard, numerical
simulations are performed in conjunction with the RFG algorithm
to generate the isotropic inflow turbulence of which the turbulence
level is varied from 0.6% to 6%. Figures 7�a� and 7�b� show the
time history of x and y velocity components at the inflow bound-
ary at two different inflow locations of P �0, 7D, 2D� and P �0,
7.5D, 2.25D� points for varying degree of inflow turbulence
�cases 4 and 5�. All velocity components are nondimensionalized
with respect to the time-averaged streamwise velocity component
at the inflow boundary. Figures 7�a� and 7�b� clearly demonstrate
the effect of turbulence on flow at the inflow boundary. The fre-
quency and amplitude of the velocity fluctuations increase as the
inflow turbulence level is increased from 0.6% to 6%. The spatial
variations �i.e., phase lag� observed in the history of each velocity
component for each simulation case can be attributed to spatial
inhomogenity that is satisfied at the inflow boundary for realistic
flow simulations. The present RFG algorithm therefore ensures
the spatially evolving isotropic turbulence along the inflow
boundary.

The corresponding one-dimensional energy spectrums of y ve-
locity component for different inflow turbulence conditions at the
inflow boundary and at two more selected locations along the
centerline of the cylinder are computed. The energy spectrums are
nondimensionalized with respect to the total energy in each case
and are plotted with respect to the nondimensional vortex shed-
ding frequency fD /U, where f is the frequency, U is the time-
averaged streamwise velocity at the inflow boundary, and D is the
cylinder diameter. The energy spectrum of the y velocity pertur-
bation is calculated using a method based on a Fourier transfor-
mation approach as follows:

S1��n� = E	 hT

Md
��

m=1

Md

U1��tm� exp�− i�ntm��2

Nd

�n = 1, . . . ,Md�

�13�

where �n=2�n / �hTMd� is the nondimensional circular frequency,
Md is the number of time series data, and E�*�Nd

denotes the
averaging over Nd samples. In the present study, about 10,000
samples at each location of streamwise velocity component are
collected over a time interval Ut /D of 100. The energy spectrum
can then be converted into wave number domain as

E1��n� = UcS1��n� �14�

Fig. 5 The time-averaged streamwise velocity distributions in
the near wake along a constant x /D=1 position for different
mesh systems „cases 1–4… and that of experimental data of
Cantwell and Coles †24‡

Fig. 6 Pressure distributions in terms of time-averaged pres-
sure coefficient C̄P over the cylinder surface for different mesh
systems „cases 1–4… and that of experimental data of Cantwell
and Coles †24‡
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where �=�n /Uc is the wave number.
Figures 8�a�–8�c� show the energy spectrums at three different

locations along the centerline of the cylinder for three cases �cases
4–6�. The energy spectrums are consistent with the instantaneous
flow visualizations, where the presence of small scales is clearly
observed even at this very low isotropic turbulence intensity value
of 0.6%. Figure 8�a� shows the energy spectrum at a point P�0,
7D, 2D� at the inflow boundary for isotropic inflow turbulence of
0.6% and 6%. The energy spectrum is confined to a narrowband
for case 4 and a broader-banded energy spectrum is obtained for
case 5. Both cases can capture the inertial subrange as observed in
Fig. 8�a�. Figure 8�b� shows the energy spectrums for three dif-
ferent cases, including the smooth inflow case very near to the
front stagnation point of the cylinder. The small velocity fluctua-
tions generated by the RFG algorithm at low inflow turbulence
intensity of 0.6% at the inflow boundary are able to reach the
cylinder, and a good portion of the inertial subrange is captured
here. The energy spectra for the y velocity component appear to
exhibit an inertial subrange about a half decade of inertial sub-
range from about the nondimensional frequency of 2–10, where
energy spectra exhibit a slope close to −5/3 predicted by Kolmog-
orov theory. The energy spectrum determined at point P �8.5D,

Fig. 7 Time history of nondimensional x and y velocity com-
ponents for the 3D LES computations at two different points
P„0, 7D, 2D… and „0, 7.5D, 2.25D… at the inflow boundary for
different turbulence inflow boundary conditions generated by
the RFG algorithm: „a… Case 4 at Iu=0.6% and „b… case 5 at Iu
=6%

Fig. 8 One-dimensional energy spectrums for the y velocity
component obtained from the 3D LES computations at the in-
flow boundary and at two more selected locations along the
centerline of the cylinder for different turbulent inflow data: „a…
P„0,7D, 2D…, „b… very near to the front stagnation point of the
cylinder P„0,6.985D, 2D…, and „c… P„8.5D ,7D ,2D…, −5/3 slope
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7D, 2D� behind the cylinder can be also seen in Fig. 8�c�. The
more energy is contained at the larger frequencies compared to the
near front stagnation point spectrum. The broader-banded distri-
bution of the energy at this in-wake location compared to that at
the selected front stagnation point for each case can be attributed
to the occurrence of the near wake turbulence and the associated
large irregular wake velocity fluctuations.

Figure 8�c� clearly shows dominant frequencies at nondimen-
sional vortex shedding frequencies. The increase in the turbulence
intensity from 0.6% to 6% increases the nondimensional vortex-
shedding frequencies. This can be explained by the closer interac-
tions between the two separated shear layers. It is evident in Table
1 that the time-averaged separation locations become closer with
increasing turbulence intensity, and the closer interaction of the
two separated shear layers results in early roll up and shedding of
vortices from the cylinder. Though there still exists a dominant
frequency representing the nondimensional vortex-shedding fre-
quency at 6% of inflow turbulence, the magnitude of the dominant
frequency seems to become less pronounced at this turbulence
level. This is probably due to the fact that the resolved turbulent
kinetic energy in the near wake is a sum of periodic vortex shed-
ding oscillations and the resolved turbulent fluctuations. As the
turbulence intensity increases, the vortex-shedding motion is su-
perimposed by strong turbulent fluctuations, resulting in a smaller
spectral density of vortex shedding and larger spectral density of
turbulent fluctuations at higher frequencies �Fig. 8�c��. It is also
illustrated in Fig. 8�c� that when the isotropic turbulence intensity
is increased from 0.6% to 6% �case 5�, the energy spectrum shows
more energy at the larger frequencies in the inertial subrange and
the distribution of the energy is much broader banded. Simula-
tions with the RFG algorithm show a slightly slower decay of the
energy spectra and more energy at the high frequencies with in-
creasing turbulence intensity.

The effect of inflow turbulence on the time-averaged pressure
distributions over the cylinder surface is illustrated in Fig. 9. As
clearly seen in Fig. 9, the positive pressure distribution on the
upstream cylinder half is barely affected by the inflow turbulence.
However, on the downstream cylinder half, where the boundary
layer separation and the transition to turbulence occur, the pres-
sure distributions are significantly affected by the inflow turbu-
lence. The position of the minimum time-averaged pressure coef-

ficient C̄P min moves slightly rearward on the cylinder as the
inflow turbulence intensity increases for all turbulence inflow data
generated by the RFG algorithm. The minimum pressure de-
creases, and the base pressure increases with the increasing turbu-
lence intensity. This is mainly due to the direct effect of the inflow
turbulence on the boundary layer, which leads to changes in the
position of the separation lines, and also, there is an effect on the
flow in the separated shear layer after the boundary layer separa-
tion in the near wake of the cylinder. The calculated time-

averaged base pressure coefficient C̄Pb values for the smooth in-
flow case �case 6� and isotropic inflow turbulence of which
turbulence level is 0.6% �case 4� are −1.330 and −1.267, respec-
tively. The calculated time-averaged base pressure values are
found to be slightly lower than the experimental value of −1.21
for the isotropic turbulence intensity of 0.6%. This is probably due
to the fact that 3D simulations produce slightly shorter separation
zone than the experimental study as illustrated in Fig. 5. When the
turbulence intensity is further increased to 6% the calculated time-
averaged base pressure coefficients become lower with the values

of −0.976 �case 5�. The time-averaged drag coefficients C̄D ob-
tained by integrating the circumferential time-averaged pressure
distribution are to decrease with the increasing turbulence inten-
sity as indicated in Table 1. In case of 0.6% isotropic inflow
turbulence �case 4�, the calculated time-averaged drag coefficient
is 1.275 and this value is in better agreement with the experimen-
tal value of 1.237 than that of smooth inflow �case 6� of 1.305,
indicating that there is an improvement in the prediction of time-

averaged drag coefficient values with the use of RFG algorithm.
The further increase in the level of the inflow turbulence leads to
much lower predicted time-averaged drag coefficient of 0.902 for
case 5 as seen in Table 1. The amplitude of the time varying lift

coefficients �C̃L� for each inflow turbulence case is also illustrated
in Table 1. The pressure distributions shown in Fig. 9 indicate that
when the turbulence intensity is high, e.g., 6%, at the inflow
boundary, the boundary layer separation moves rearward �see
Table 1�, which, in turn, reduces the lateral spacing of vortices
being shed as well as reducing the coherence and the strength of
these shed vortices due to vortex stretching mechanism. As a re-
sult, the absolute value of the base pressure decreases. The point
at which transition to turbulence occur in the wake should also
approach the cylinder surface. That is the flow regime shifted to
the critical regime under the influence of inflow turbulence as
expected from the experimental evidence �24�. This regime
change is also evident in Figs. 10 and 11, which show contours of
instantaneous vorticity magnitude and velocity vectors, respec-
tively, in different 2D planes with varying inflow turbulence in the
wake of the cylinder.

Figures 10�a�–10�c� present the instantaneous vorticity contours
at the midspanwise plane of z /D=2 for different inflow turbu-
lence levels. It is observed in Figs. 10�a�–10�c� that the length of
the two separated shear layers and the size of the vortex formation
region seem to be sensitive to the degree of inflow turbulence. The
separated shear layers are found to become more elongated as the
turbulence intensity increases, and stronger interactions of these
two shear layers reduce the coherence and strength of the simu-
lated small-scale vortices in the base region. The wake destabili-
zation time for each case becomes different and as a result of this
the phase lag occurs in the formation of the large vortices behind
the cylinder for each case as seen in Figs. 10�a�–10�c�. The phase
lag can be attributed to the onset of the wake instability leading to
vortex shedding �the wake fluctuates more at low inflow turbu-
lence levels�. The wake instability is expected to have an earlier
onset for case 5 due to a higher level of turbulence intensity. Some
random small-scale eddies in the base region are found to be
slightly closer to the cylinder surface with an increase in turbu-
lence intensity, and this may presumably promote early transition
to turbulence at higher turbulence intensity.

The instantaneous velocity vectors obtained from 3D simula-
tions at the midtransverse plane of y /D=0 are illustrated in Fig.
11�a�–11�c�. At the far wake, there is evidence of 3D large-scale

Fig. 9 Pressure distributions in terms of time-averaged pres-
sure coefficient C̄P over the cylinder surface for different turbu-
lent inflow boundary conditions for the 3D LES computations
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irregularities for each case. As the turbulence intensity increases
there are less compact and weaker vortices being shed and shifted
away in the wake.

The results presented above indicate that the inflow turbulence
has significant effect on the flow around a circular cylinder in the
subcritical flow regime. The RFG algorithm adopted here to gen-
erate the turbulent inflow data for the present LES calculations
tends to promote the turbulent wake characteristics, pressure dis-
tribution, separation angle, and force coefficients associated with
the higher level of inflow turbulence. These effects are thought to
be largely due to the complex interaction between freestream tur-
bulence in the approaching flow and the separated shear layers in
the wake of the cylinder and in particular the distortion of turbu-
lence around the stagnation zone of the cylinder. The prediction of
the critical integral parameters seems to be strongly dependent on
the accurate resolution of the flow in the near wake, where the
boundary layer separation, secondary eddies, and transition to tur-
bulence occur. The transitional behavior of the flow is affected
with the increasing inflow turbulence generated by the RFG algo-
rithm and the integral parameters vary rapidly with changes in
turbulent inflow data. The better predictions of the time-averaged
integral parameters using the RFG algorithm for the LES calcula-
tions suggest that the proposed method yields more accurate
physical picture of the flow in the wake region. Though the
present LES predictions for the integral parameters becomes more
realistic with the use of the proposed RFG algorithm, the resolu-
tion of the local turbulent characteristics still poses a challenge for
LES since it does not function very well in simulating turbulent
characteristics in the separated shear layer and the wake region. In
addition, the 2D LES calculations introduce much stronger fluc-
tuations compared to the 3D calculations and occur closer to the
cylinder surface. This is probably due to the fact that the vortex-
stretching mechanism in the near wake is ignored with the present

2D LES calculations, and this leads to a shorter recirculation
length behind the cylinder resulting in prediction of higher values
for the integral parameters, minimum and base pressure coeffi-
cients, drag coefficient, etc., as illustrated in Table 1.

7 Conclusions
The following conclusions can be withdrawn from the present

study:

1. The RFG algorithm promotes the boundary layer character-
istics, pressure distribution, and other integral parameters
with increasing level of inflow turbulence for the LES com-
putations. The flow resolution and the Reynolds stress in the
near wake strongly correlate with the integral parameters.
The integral parameters vary rapidly with changes in inflow
turbulence.

2. The position of the separation points shift rearward as the
turbulence intensity increases at the investigated Reynolds
number. The base pressure increases and the minimum pres-
sure, time-averaged, and fluctuating drag and fluctuating lift
coefficients decrease with increasing inflow turbulence level.
The present model �i.e., LES + RFG algorithm� predicts this
trend in accordance with experimental observations.

3. As the turbulence intensity increases the deviation in the
predictions of integral parameters becomes larger.

4. The differences in the energy spectra between simulations
with and without RFG applications of different level of iso-
tropic inflow turbulence are found to become smaller in the
near wake of the cylinder compared to that of inflow bound-
ary. This is probably due to the fact that the vortex-shedding
motion dominates the turbulent fluctuations there. However,

Fig. 10 Instantaneous vorticity contours at the midspanwise
plane of z /D=2 in the near wake of the cylinder for the 3D LES
computations at a nondimensional time of t*=43.6: „a… Case 6,
smooth inflow; „b… case 4; Iu=0.6%, and „c… case 5, Iu=6%

Fig. 11 Instantaneous velocity vectors at the mid-transverse
plane of y /D=0 in the wake of the cylinder for the 3D LES com-
putations at different inflow turbulence levels t*=43.6; „a… Case
6, smooth inflow; „b… case 4, Iu=0.6%, and „c… case 5; Iu=6%
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as the turbulence intensity increases the vortex-shedding
motion seems to be slightly superimposed by stronger tur-
bulent fluctuations in the near wake.

5. The numerical results show that the present model �i.e., LES
+ RFG algorithm� improve the flow resolution in the near
wake and, hence, the predictions for the integral parameters
even for 2D calculations. However, much better agreement
between the experimental and the 3D simulations indicate
that the 3D LES application in association with the RFG
algorithm gives more realistic flow field prediction com-
pared to the 2D applications and can further remove over-
conservatism in the prediction of the force coefficients.
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Development of a New
Simulation Technique Based on
the Modal Approximation for
Fluid Transients in Complex
Pipeline Systems With
Time-Variant Nonlinear Boundary
Conditions
A new simulation technique called the system modal approximation method (SMA) for
fluid transients in complex pipeline systems has been proposed. The superiority of this
technique compared to other existing methods has been verified. Thus far, however, de-
tailed considerations have been limited to pipelines having elementary boundary condi-
tions. In the present paper, for the generalization of the SMA method, calculation methods
are newly proposed for the case in which the boundary conditions are given by the
time-variant nonlinear relationship between pressure and flow rate, such as the condi-
tions in a safety valve, and its usefulness is verified by comparison to experimental
measurements. �DOI: 10.1115/1.2734237�

1 Introduction

Reducing the shock and vibration due to fluid transients in pipe-
line systems and improving the dynamic characteristics of total
systems by controlling the fluid transients have been important
technical subjects in numerous fields of fluid transportation engi-
neering. In order to achieve these goals in an efficient manner, the
development of a simulation technique capable of quickly and
accurately predicting the fluid transients and application of this
technique as a design tool would be most effective.

Thus far, the method of characteristics has been used widely for
the numerical simulation of fluid transients �1–3�. However, when
the pipeline becomes a complex system with several line elements
involving different lengths and speeds of sound, the solution pro-
cedures become very tedious. In order to solve the difficulties of
numerical analysis in the method of characteristics, the modal
approximation technique for fluid line modeling was first intro-
duced by Hullender and Healey �4�, and this method was subse-
quently enhanced by several researchers �5–12�. At present, the
modal approximation approach has been considered to be a more
effective method of modeling complex pipeline systems. Im-
proved approaches are also basically based on a technique for
approximating the flow model in the individual line element by
the product series of a finite number of rational polynomials in the
Laplace domain and expressing variables in the form of a state-
space representation �simultaneous first-order differential equa-
tion� in the time domain. In this sense, the existing modal approxi-
mation method is herein called the element modal approximation
method �EMA� so as to distinguish this method from the newly
proposed modal approximation method. However, the approxima-
tion accuracy of the EMA method when applied to a complex

pipeline system consisting of several line elements was found to
become considerably worse.

To solve this problem with respect to the EMA method, a new
simulation technique, called the system modal approximation
method �SMA�, for fluid transients in complex pipeline systems
has been devised by the authors �13,14�. The SMA is able to
quickly and accurately predict the behavior of such systems. The
distinctive feature of the proposed method is that it makes use of
a modal approximation of the frequency transfer function itself of
the output �required variable� to input �source variable� consider-
ing the entire system dynamics, including every boundary condi-
tion. This is different from other existing approaches, which are
based on the modal approximations of the input-output causality
of an individual line element. The new method also has the feature
whereby the only numerical data needed relate to the frequency
response of the transfer matrix parameters of an individual line
element, which may be given by either a theoretical model or
experimental measurements. In addition, the required output re-
sponse in the time domain can be calculated by a simple algebraic
expression in the form of a quasi-recurrence formula. In the above
literature, the advantages of this technique over other existing
methods with respect to accuracy, applicability, flexibility, and
computation time, for example, have been verified by comparing
the simulation results to the results of the EMA method, solutions
from the method of characteristics, and experimental results. In
these previous studies, however, emphasis was placed on the es-
tablishment of fundamental computing procedures. Therefore, de-
tailed considerations have been limited to cases in which either
the pressure or the flow rate can be given as a known variable of
time at every boundary.

In several applications of fluid transportation fields, however,
complex pipeline systems provided with safety valves, pressure-
relief valves, pressure-regulating valves, and air-inlet valves, for
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example, for controlling the fluid transients, are used regularly. In
such a pipeline system, neither the pressure nor the flow rate is
known, individually, at these boundaries.

On the basis of the above considerations and the background
information, the objective of the present paper is to enhance the
analytical functions of the SMA method so as to be widely appli-
cable to the complex pipeline systems with various kinds of sys-
tem components and boundary conditions. Specifically, we herein
propose calculation methods of fluid transients in complex pipe-
line systems having boundary conditions that are given by the
time-variant nonlinear relationship between the pressure and the
flow rate and verify the usefulness of the newly proposed general-
purpose SMA method by comparing the simulation results to ex-
perimental results of fluid transients produced in three types of
complex pipeline systems with a safety valve by the instantaneous
closure of the directional control valve.

2 Outline of Calculation Procedure of the Proposed
System Modal Approximation Method

Variables in the SMA method are pressure and flow rate both
upstream and downstream of each line element, which denote the
fluctuation component from the initial steady-state value. In addi-
tion, variables written in upper- and lowercase letters indicate the
values in the Laplace domain �in the frequency domain� and in the
time domain, respectively. The total number of variables J of the
complex pipeline system composed of I line elements is 4I.

Figure 1 shows a flowchart of the calculation procedure of the
proposed SMA method. Before calculation, the known variables
�pressure or flow rate� at boundaries should be designated as the
input variables and the unknown variables should be designated as
the output variables. For the case in which neither the pressure nor
the flow rate are individually known but the relation between them

is given, either of the two should be designated as the input vari-
able and the other as output variable. In the present paper, the
calculation method used for the case of the boundary conditions
being given by the time-variant nonlinear relationship between
pressure and flow rate, such as the conditions in a safety valve, is
newly proposed.

Each step of the computing procedure of the proposed SMA
method is explained in steps 1-7 �for further details regarding
steps 1-6, the reader may refer to abovementioned literature�.

Step 1. Provision of the numerical data of the frequency re-
sponse of the transfer matrix parameters Ai�Di of line elements
expressed in the following equation at a specified interval �� of
angular frequency over the frequency range of interest

�Pi,1�j��
Qi,1�j�� � = �Ai�j�� Bi�j��

Ci�j�� Di�j�� 	�Pi,2�j��
Qi,2�j�� � �1�

where subscript i is a number indicating the ith line element, and
the second subscripts 1 and 2 of variables denote the values up-
stream and downstream of ith line element, respectively.

Note that in the SMA method, none of the line elements are
required to be lines, such as tubes, pipes, or hoses, and the nu-
merical data of these matrix elements can be obtained through
experimental measurements, for instance, by the “four pressures/
two systems” method devised by Kojima and Edge �15�, rather
than by the theoretical model.

Step 2. Construction of the frequency response matrix of the
entire system, considering the input variables, boundary condi-
tions, and the manner of junctions of each line element. This is
expressed by a J�J matrix �4I�4I matrix� as follows, for the
case in which the total number of line elements is I, which is
constituted by the matrix parameters of individual line element in
Eq. �1�

�Ej,j��j���
Y j��j��� = �Fj,k�j���
Xk�j��� �2�

A concrete expression of the frequency response matrix of the
entire system for the complex pipeline system in the case of seven
line elements is shown by Eq. �A1� in the Appendix .

Step 3. Derivation of the frequency transfer function Gj,k�j��
of output variables to input variables indicated in the following
equation from Eq. �2� using the Gauss-Jordan method, and com-
putation of Gj,k�j�� at an interval of �� �=0.4� rad/s, herein� of
angular frequency over the frequency range of interest:

Y j�j�� = �
k=1

K


Gj,k�j��Xk�j��� �3�

A concrete expression of Gj,k�j�� is shown by Eq. �A2� for the
preceding complex pipeline system.

Step 4. Representation of the modal approximation of Gj,k�j��,
G*�s�, using the sum of one constant term, one differential term,
and a finite number of first- and second-order terms, as shown in
Eq. �4�. For the purpose of simplifying the description, here, only
the equation for the case of single input and single output is
shown. In addition,Xk, Y j, and Gj,k are written simply as X, Y, and
G�s�, respectively

G�s� =
Y�s�
X�s�

 G*�s� = a0s + b0 + �
n=1

N
ans + bn

s2 + 2�ns + �n
2 + �

m=1

M
cm

s + �m

�4�

where b0 is the correction term introduced in order to eliminate
the inevitable steady-state error caused by a modal approximation
by a finite number of modes.

Fig. 1 Flowchart showing the computation procedure for the
general-purpose SMA method
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Step 5. Numerical determination of modal parameters in Eq.
�4� from the numerical data of the original equation of transfer
function, Gj,k�j��. For further details of the numerical estimation
method, the reader may refer to the abovementioned literature.

Step 6. Derivation of the time response equation for the output
variable y�t�, from a known input variable x�t�, an impulse re-
sponse of G*�s�, g�t�, and a time interval for calculation �t. This
equation can be expressed by the quasi-recurrence formula using a
numerical convolution integral as shown in Eq. �5�

y�t + �t� = h�t� + h0x�t + �t� �5�

The details of the expressions of h�t� and h0 in Eq. �5� are de-
scribed in the above-mentioned literature.

Step 7. Calculation of the time response of the required output
variable. The calculation procedure for the time response of out-
put variable is divided into the following two main cases:

Case �i�. The input variables at all boundaries �total number: K�
are known in the time domain: The time response of the output
variable to the multiple inputs expressed by Eq. �3� can be calcu-
lated easily by the following quasi-recursion formula from the
linear sum given in Eq. �5�,

yj�t + �t� = �
k=1

K


hj,k�t� + h0j,kxk�t + �t�� �6�

where hj,k�t� and h0j,k are parameters corresponding to h�t� and h0
in Eq. �5� for the case of the input being xk�t� and the output being
yj�t�.

Case �ii�. Neither the pressure nor the flow rate are known
variables at some of the boundaries: For the case in which the
relationship between the pressure and flow rate is given by a

boundary condition equation at K� boundaries among the total K
boundaries, the time response of the required output variable at
any point is calculated in the following manner. First, either the
pressure or the flow rate is designated as the input variable. The
relationship between input x and output y at the k�th boundary
�k�=1�K��K� is regarded to be provided by the following
boundary condition equation:

�k�
xk��t + �t�, yk��t + �t�� = 0 �7�

which can be nonlinear. Since the input xk at the k �=K�+1�K�
remaining boundaries are known variables, the output at k�th
boundaries can be expressed from Eq. �6�, as follows:

yk��t + �t� = �
k=1

K


hk�,k�t� + h0k�,kxk�t + �t�� �8�

Solving the K� set of alliance equations given by Eqs. �7� and
�8�, K� input variables xk� �and output variables yk�� are deter-
mined, and the required output variable yj at any point can then be
calculated from Eq. �6�. Note that the boundary condition equa-
tion may be given by a time-variant nonlinear relationship in the
form of a differential equation, as for a pressure control valve, for
example. In the present paper, special emphasis is placed on the
verification of the effectiveness of the newly proposed calculation
method �specifically, for the special case of part A enclosed by
thick lines in Fig. 1� for a complex pipeline system with such a
complicated boundary condition.

3 Test Complex Pipeline Systems Provided With a
Safety Valve and Its Mathematical Model

In the present study, three types of oil hydraulic pipelines, as
shown in Fig. 2, were examined as complex pipeline systems
provided with a safety valve �for controlling the hydraulic tran-
sients�. These complex pipeline systems �Nos. 1–3� are all com-
posed of seven rigid tube elements with different dimensions, in-
cluding the series, branch, and stepped junctions, as shown by Fig.
3. Here, element �1� is a single tube corresponding to the dis-
charge passageway in a pump casing, and its equivalent length
��200 mm� was experimentally determined from the frequency

Table 1 Lengths of pipe elements for three types of pipeline
systems „pipe inner diameter: 1,2=19.4 mm, 3–7=7.8 mm…

Pipeline

Element
No. 1
�mm�

No. 2
�mm�

No. 3
�mm�

1 200 200 200
2 100 100 100
3 640 3520 50
4 2840 60 3400
5 20 20 20
6 960 310 310
7 20 20 20

Fig. 2 Three types of compound pipeline systems herein

Fig. 3 Complex pipeline system consisting of seven elements
used as an example for the explanation of the computing
procedure

Fig. 4 Schematic diagram of the safety valve used in the test
pipeline systems
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characteristics of the pump source impedance obtained by the
“two-pressures/two-systems” method devised by Kojima �16�.
The lengths of other pipe elements for the three types of pipeline
systems tested are indicated in Table 1. The inner diameter of pipe
elements is 19.4 mm for elements �1� and �2� and 7.8 mm for
elements �3�–�7�.

A directly operated relief valve of the construction shown in
Fig. 4 was used as the test safety valve. The equation of motion of
the moving valve seat, the equation of laminar flow in the annular
clearance between the stationary poppet and the moving valve
seat, the continuity equation of the flow rate at the inlet of the
valve orifice, and the equation of laminar flow in the capillary
within the poppet are expressed, respectively, as follows:

Mr
d2z

dt2 + Cr
dz

dt
+ Kr�z + z0� = Ar�py + py0� + Kfz�px + px0�

px − py = Ks
dz

dt

qR = Kqz��px + px0� + Ar
dz

dt

pR − px = KpqR

�9�

The coefficients in the above equations are given by the following
equations. Here, the subscript 0 of the variables �valve displace-
ment z, pressure fluctuation at the orifice upstream px, and pres-
sure fluctuation in the valve chamber py� denotes their initial
steady-state values.

Ar =
�ds

2

4
, Cr =

��dsls

hs
, Kp =

128�lp

�dp
4 ,

Ks =
12�ls

�dshs
3�Ar −

�dshs

2
� ,

Kf = CdCu�ds sin�2	s�

Kq = Cd�ds sin	s
�2/


�10�

where Cd is the discharge coefficient of the valve orifice �0.6�, Cu
is the velocity coefficient of the valve orifice �1.0�, ds is the inner
diameter of the moving valve seat �8 mm�, dp is the diameter of
the capillary in the stationary poppet �4.3 mm�, hs is the radial
clearance between the poppet and the valve seat �50 �m�, Kr is

the spring constant �71.6 kN/m�, ls is the length of the annular
clearance between the poppet and the valve seat �10 mm�, lp is the
length of the capillary in the stationary poppet �25 mm�, Mr is the
mass of the moving valve seat �30 g�, z0 is the initial displacement
of the spring �which is dependent on the set pressure of the safety
valve�, 	s is the half vertical angle of the poppet �20 deg�, � is the
coefficient of viscosity of the fluid �70 cSt�, and 
 is the density of
the fluid �867 kg/m3�.

Eliminating px and py analytically and z numerically in Eq. �9�,
the time-variant nonlinear boundary condition equation expressing
the relationship between pressure and flow rate at the inlet of the
safety valve, pR and qR, which is, the equation corresponding to
��x ,y� of Eq. �7�, can be obtained. The three boundaries of the
test complex pipeline system �K=3� are the pump end, the direc-
tional valve end, and the safety valve end. Expressing the flow
rate q in values relative to the time-averaged discharge flow of the
pump, qin, the input variable at the pump end and the directional
valve end after valve closure, x1 and x2, are given as known func-
tions of time, as follows:

x1�=qP� = 0 �11�

x2�=qV� = − qin �12�

The input variable at the safety valve end, x3 �=pR�, is unknown
and must be found numerically from the simultaneous equation of

Fig. 5 Comparisons of SMA simulations with exact solutions for frequency response
functions „pipeline system No. 1, thin line: Exact; thick line: SMA…

Fig. 6 Schematic diagram of the instrumentation systems
used in the experiment
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Eq. �7� �obtained by Eq. �9�� and the following equation, corre-
sponding to K�=1 of Eq. �8�:

yK�t + �t� = �
k=1

K−1


hK,k�t� + h0K,kxk�t + �t�� + hK,K�t�

+ h0K,KxK�t + �t� �13�
In the present study, the Runge-Kutta method was used to solve
Eq. �7�. Once the input variable at the safety valve end is deter-
mined, the desired output variables yj can be obtained from Eq.
�6� in the same manner as in the case of all of the input variables
being known.

4 Comparison of SMA Simulation Results With Ex-
perimental Measurements and Considerations

Before the time-response analyses of the output variables, in
order to examine the accuracy of the modal approximation in
calculation procedures �steps 4 and 5�, the frequency characteris-
tics of the transfer functions of the output variable to the input
variables X2 and X3, obtained from the exact model, G�s�, and the

SMA model, G*�s�, were compared. The example output vari-
ables, being the pressure near the pump outlet PA, the pressure
near the directional valve inlet PB, and the pressure near the safety
valve PC, and the pipeline system being No.1, are shown in Fig. 5.
Here, Z0,2 is the characteristic impedance of the pipe element �2�,
where the input X2 �=qV=−qin� is acted on. As shown in Fig. 5,
the approximation of the SMA method agrees very well with the
exact solutions in almost the entire frequency range of interest �up
to 2 kHz�. These facts suggest that the proposed treatment of the
poles of the first lag terms, which have a significant influence on
the characteristics in the low-frequency range, as well as the natu-
ral frequencies and damping ratios of the second-order lag terms
and residue coefficients of modes, is appropriate, and that the
numerical searching method is also very accurate. Although no
detailed physical reason can be found, the total number of poles of
the first-order lag terms in each of the three pipeline systems
investigated herein was 1.

A schematic diagram of the instrumentation of the experiment
for fluid transients is shown in Fig. 6. The complex pipeline sys-
tems tested herein were all composed of steel tubes having the
dimensions indicated in Table 1 and were equipped with a hydrau-

Fig. 7 Comparisons of SMA simulations with experimental results for pressure tran-
sients at instantaneously valve closure at pA0=0.6 MPa and qin=0.227 l /s „thin line: Ex-
periment; thick line: Simulation…
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lic fluid power pump �an axial piston pump� at the beginning end
of the test pipeline, a manually operated spool-type directional
valve at the closing end, and a safety valve �directly operated
relief valve� between the above two ends through a side branch
tube. Downstream from the directional valve, a throttle valve and
a displacement-type flowmeter were equipped for the adjustment
of the initial line pressure and for the measurement of the initial
pump discharge flow, respectively.

The experimental procedures were as follows. First, with the
directional valve closed and the axial pump operated a constant
speed �1500 rpm�, the set pressure of the safety valve was ad-
justed to the specified value. Next, with the directional valve
opened, the initial line pressure was adjusted to the specified value
by a load valve. Lastly, the directional valve was closed swiftly by
striking the valve spool with a hammer and, hence, the fluid tran-
sients were generated in the test pipeline system. The pressure
fluctuations, PA, PB, and PC �pressures at the respective points
indicated in Fig. 6�, were measured simultaneously by the semi-
conductor pressure transducers.

Figures 7�a� and 7�b� show the comparisons of the experimen-
tal measurements to the SMA simulation results for the cases in
which the safety valve set pressure was 3 MPa and 10 MPa, re-
spectively, and �i�–�iii� in Fig. 7 show the results of the pipeline
system of Nos. 1–3, respectively. The initial pump discharge flow
rate and initial line pressure at the pump outlet port were 0.225 l / s
and 0.6 MPa, respectively. In addition, we chose 2 kHz as the
frequency range of interest, 0.4� rad/s as the interval of angular
frequency ��, and 0.1 ms as the time interval �t in this numerical
simulation. As these results show �and from the results for the
other test conditions abbreviated herein due to space limitations�,
the simulations of the proposed SMA method agree relatively well
with the experimental measurements, considering the complexity
of the pipeline, as far as the values of the pressure peaks of engi-
neering interest are concerned. In addition, although very close
agreement between measured and SMA-simulated values was also
obtained for the fluid transients caused by the swift opening of the
directional valve, the details of the results are omitted herein due
to space limitations.

Finally, note that the computation time required for execution
of the procedures from Steps 1–7, indicated in Sec. 2, was only 3–
5 s for Fig. 7, �i�–�iii�, respectively.

5 Conclusions
The present paper investigated the enhancement of the analyti-

cal functions of the SMA method, which was developed by
Kojima et al. �13,14� for fluid transients in complex pipeline sys-
tems, so as to be widely applicable to pipelines with various types
of system setups and boundary conditions. Specifically, the calcu-
lation methods for the time responses of the required output vari-
ables for the case in which the boundary conditions are given by
the time-variant nonlinear relationship between the pressure and
the flow rate, as in the pipeline equipped with a safety valve, were
proposed. The fluid transients produced in three types of relatively
complicated pipeline systems under various specified set pressures
of the safety valve and the initial values of line pressures were
examined. Good agreement between the measured and simulated
values was observed.

In conclusion, the proposed generalized SMA method has been
found to have a very high engineering usefulness with respect to
accuracy, applicability, flexibility, and computation time, for ex-
ample, as well as in the application to fluid transients in complex
pipeline systems with time-variant nonlinear boundary conditions.

Thus far, the fluid transients produced in complex liquid pipe-
lines have only been investigated in developing the SMA method.
At present, we are studying the application of the SMA method in

fields of the fluid transients produced in various types of gas trans-
portation complex pipeline systems, including the intake and ex-
haust systems of engines.

Nomenclature
Only the symbols immediately related to the SMA method are
described.
Ai�j���Di�j�� � transfer matrix parameter of the ith element

defined by Eq. �1�
an, bn � numerator coefficient in the nth second-

order mode of G*�j�� defined by Eq. �4�
b0 � steady-state correction factor
cm � numerator coefficient in the mth first-order

mode of G*�j�� defined by Eq. �4�
�Ej,j��j��� � J�J matrix defined by Eq. �2�
�Fj,k�j��� � J�K matrix defined by Eq. �2�

f � frequency
Gj,k�s�=G�s� � exact �theoretical� transfer function of out-

put Y j�s� to input Xk�s�
G*�s� � modal approximation of G�s�

I � total number of line elements
i � number indicating the ith line element
J � total number of variables �=4I�
K � total number of input variables �total num-

ber of pipeline boundaries�
li � length of ith line element

M � total number of first-order modes to be in-
cluded in the approximation

m � number indicating the mth first-order mode
N � total number of second-order modes to be

included in the approximation
n � number indicating the nth second-order

mode
Pi,1, Pi,2 � upstream and downstream pressures of the

ith line element
Qi,1, Qi,2 � upstream and downstream volume flow

rates of the ith line element
s � laplace operator
t � Time


Xk�j��� � input vector �k=1�K� of K rows in the
frequency domain

x�t� � input variable in the time domain

Y j�j��� � output vector �j=1�J� of J rows in the

frequency domain
�t � step width of time in numerical calculation

y�t� � output variable in the time domain
�n � damping ratio of the nth second-order mode

of G*�s�
�m � pole of the mth first-order mode of G*�s�
� � angular frequency

�n � natural frequency of the nth second-order
mode of G*�s�

Appendix
The derivation method of concrete expressions of Eqs. �2� and

�3� in the text is explained, taking the case of the complex pipeline
system indicated in Fig. 3 as an example. This pipeline system is
composed of seven line elements �I=7�. The relationship between
state variables in the frequency domain can be expressed in matrix
form as Eq. �A1�, where rows 1–14 represent the transfer charac-
teristics of the respective pipe elements �Eq. �1��. In addition,
rows 15–18, 22–25, and 19–21 represent a continuity equation of
flow rate, and equivalence relationships of the pressures at the
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series junction and branch junction, respectively, and the lowest
rows, 26–28, represent the input variables at the boundaries. Set-
ting the output variables as Y j�j=1–28, including the input vari-
ables for convenience� and the input variables as Xk �k=1–3, in

this instance�, the relationship between the input and output can
be represented in the form of Eq. �A2�. The frequency response
function in Eq. �A2�, Gj,k, can be obtained easily from Eq. �A1�
using the Gauss-Jordan method

⎣
⎢
⎢
⎢
⎡

−1 A1 B1

−1 C1 D1

−1 A2 B2

−1 C2 D2
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Experimental Leak-Rate
Measurement Through a Static
Metal Seal
This paper presents an experimental study to characterize fluid leakage through a rough
metal contact. The focus is on an original experimental setup and procedure designed to
measure the fluid micro (or nano) leak rate with great precision over several orders of
magnitude. Liquid leak-rate measurements were carried out under two distinct operating
conditions, i.e., in the case of a pressure gradient applied between contact edges and in
the case of a pure diffusive effect resulting from a species concentration gradient. Ex-
perimental leak-rate results are discussed in terms of effective contact permeability—or
transmissivity—and in terms of effective contact diffusivity versus contact
tightening. �DOI: 10.1115/1.2734250�

Keywords: seal, experiments, micro flow-rate measurement, gas phase chromatography,
transmissivity, effective diffusivity

1 Introduction
Metal gaskets are commonly used for spatial and nuclear appli-

cations and, more generally, whenever severe thermodynamic
conditions are met excluding the use of a rubber-sealant compo-
nent. In such cases, the seal is performed by a direct-metal/metal-
tight contact of rough surfaces for which many parameters con-
trolling the leakage might be involved. Among others, one can cite
the material of each surface, the topology at different scales of
observation as a result of machining processes, the distribution
and level of applied tightening, and the nature and thermodynamic
state of the fluid to be sealed. Prediction and further optimization
of the sealing efficiency of the contact are made difficult by �i� the
identification of the relevant parameters and the way they can be
controlled in contact design, �ii� the derivation of complete
enough models able to correctly capture the physics of flow that
can occur near the percolation threshold and of deformation which
can be in the elastic and/or plastic regime �1�, and �iii� last but not
least, precise measurements of leak rate under well-controlled
conditions for sometimes extremely small flow rates. The present
paper is focused on this last issue since such measurements can be
of interest with many respects.

In most reported experimental studies, seal performance of
metal gaskets is investigated in very particular situations and gen-
eralization of leak rate results to other configurations or operating
conditions has not been yet achieved. Most of the existing leak-
rate measurements were performed with a gas and, to our knowl-
edge, no direct comparison to liquid leakage was proposed in the
literature in spite of some empirical relationship that justification
still leaves much to be desired �2�. In fact, very few papers are
reporting metal seal behavior with a detailed dependence of the
leakage with the relevant parameters. An early contribution to this
problem was proposed from a theoretical and experimental point
of view in �3–5�. However, the reported work in these papers dealt
with gas leakage in the free molecular regime through the contact
between a rough surface and a perfectly flat and nondeformable
plane while roughness distribution was assumed to be Gaussian.
More recently, Yanagisawa et al. �6� studied the influence of tight-
ening on gas leakage �air or helium�, for a C seal from an experi-

mental point of view only. The leak rate was measured using a
“water bubble” method, but their investigation was limited to
moderate loads because their maximum apparent contact pressure
was roughly 200 MPa. Resulting deformations of the gasket under
load and microscopic contact areas were also investigated, but no
leak-rate predictions were proposed. In a subsequent work by the
same authors �7� in 1991, the important role of a lead-coating
layer was demonstrated from experiments at ambient and cryo-
genic temperatures �70 K� performed on C seals. During the same
period, an experimental investigation on the influence of the type
of machining on leakage was proposed by Matsuzaki and Kaza-
maki �8�. In their work, gas leak rates observed through contacts
of turned, polished, and lapped surfaces made of different mate-
rials, such as copper, stainless steel, or other alloy steels were
related to surface roughness and contact pressure. A nitrogen leak
was detected using gas chromatography. Later, the same analysis
was applied to the behavior of knife-edge seals �9�, but no model
was proposed to predict the leak.

From a theoretical and numerical point of view, some contact
models of rough surfaces were reported recently in the literature.
One can quote, for example, the numerical work of Kogut and
Etsion �1� to describe the contact between a smooth rigid surface
and a single asperity in the elastic-plastic domain. Such models,
where no interaction between asperities is assumed along with no
deformation of the substrate, had been also used before by Poly-
carpou and Etsion to predict an equivalent dimensionless aperture
and gas leakage through the contact ��10,11��. This represents an
interesting approach of leakage estimation although the simplified
description of surface topology made by a Gaussian distribution
of heights of asperities is quite far away from real surface finish
frequently used and obtained by a turning process. Moreover, ex-
isting models are based on the hypothesis that leakage is mainly
controlled by asperities, i.e., by microscopic defects on the sur-
face. Complete studies in terms of scales of investigation �from
the microscale to the entire contact scale� are necessary to im-
prove the understanding of all the mechanisms controlling the
leak and to capture the role of microscopic and macroscopic pa-
rameters. To this end, a complementary approach, consisting in
accurate leakage measurements obtained under quasi-real but
well-controlled conditions and, in particular, on real machined
rough surfaces seems to be needed as pointed out in �12�. The
experimental work reported in this paper is a first step to contrib-
ute to this task and is a starting point for subsequent comparison
to models.
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A precise and original method to measure leakage under well-
defined conditions was designed and is presented below. It can be
applied to flow-rate measurements ranging over six orders of
magnitude in any configuration involving an annular contact be-
tween two rough surfaces and for both liquid and gas. The leak
detection threshold is equivalent to that of mass spectrometry �i.e.,
typically 1 ppm�, which represents a significant breakthrough for
detection of a liquid flow rate. It is especially well adapted to
measurements of very small flow rates expected for leak tests on
systems requiring high sealing levels as well as in many other
applications in the domain of microfluidics. In fact, many draw-
backs of existing microliquid flow-rate devices are circumvented,
such as sensitivity to temperature and/or pressure fluctuations,
leakage, evaporation, etc. �13�. An experimental setup using this
method was developed, and leak-rate measurements were per-
formed under well-defined conditions on a model configuration
close to a real design. Flow rates measured on the entire contact
are analyzed in terms of the macroscopic properties of the assem-
bly versus contact pressure. These macroscopic properties are the
effective transmissivity and effective diffusivity and are direct sig-
natures of the connected aperture field, i.e., of interconnected
zones of no local effective contact between the two surfaces.
These experimental results will serve as a basis for further com-
parison to predictive estimates of leakage obtained from topologi-
cal analysis of the surfaces along with numerical simulation of
deformation and flow through the contact. A detailed presentation
of such a comparison, which is beyond the scope of this paper,
will be reported later on. Here, we lay the emphasis upon the
methodology which reveals to be very effective.

Section 2 of this paper is dedicated to the description of the
experimental apparatus used to perform leak-rate measurements.
Results obtained for liquid leakage are presented in Sec. 3. For
both pressure-driven and diffusive flows, results were obtained
while varying tightening applied to the assembly as well as liquid
pressure in the case of viscous flows.

2 Experimental Setup

2.1 Contact Configuration. The configuration for seal tests
investigated in the experiments presented below is that of a plane
annular and circular contact between a machined metallic surface
obtained by turning and made of 316L stainless steel pressed
against the plane cross section of a cylinder made of sapphire as
schematically represented in Fig. 1. The turning process generates
defects ranging from the microscale �metallic grain scale� to the
macroscale �error of forms at the scale of the entire contact� �14�.

The ring-shaped contact has an inner radius ri of 19.85 mm and
an outer radius re of 20.15 mm, yielding an apparent contact area
of 38 mm2. Two surfaces, referred to as A and B and obtained in
very different machining conditions, were used in our experi-
ments. Parameters used for the machining of surface B are re-

ported in Table 1.
Our objective here is not to mimic metal/metal contact as em-

ployed in real configurations but rather to acquire data under
simple but well-controlled conditions in the perspective of direct
comparison to models. Within this context, a sapphire was chosen
for the antagonist and this was motivated by several reasons. First,
this allows great simplifications in the description of the contact
topology tractable for future use in predictive tools. Indeed, pol-
ished surfaces as well as excellent flatness properties can be ob-
tained on the sapphire. Moreover, hardness and Young’s moduli
ratios between the sapphire and 316 L stainless steel are roughly
10 and 2, respectively, as indicated in Table 2. Under these cir-
cumstances, the sapphire can be considered as a flat nondeform-
able surface; thus, the topological and mechanical properties of
the contact are those of the metallic surface only. In other words,
this configuration is an excellent experimental support for a
straightforward description of the contact with the surface-sum
concept without ambiguity. This concept, first introduced in �15�,
was later confirmed as a relevant one in several works �16–18�.
Second, transparency will allow direct visualization of the contact
for future study. Of course, the experimental device can be used
with any pair of materials and other dimensions of the contact.

2.2 Experimental Device. The experimental setup used in
this work is schematically represented in Fig. 2 �19�. It consists of
a very rigid leakage cell designed to contain and support the dif-
ferent parts of the contact. Within the leakage cell, the metallic
rough surface is pressed against the sapphire disk using a jack

Fig. 1 Configuration of the contact under study

Table 1 Turning parameters used for metallic surfaces B

Speed 1200 rpm
Advance by turn 0.05 mm

Depth of cut 0.02 mm
Turning tool 45 deg
Tool radius 0.2 mm

Table 2 Mechanical properties of stainless steel and sapphire
used in the experiments

316L stainless steel Sapphire

Vickers Hardness 155–190 1570–1750
Young’s modulus 1.9�105–2.1�105 MPa 4.4�105 MPa
Tensile strength 460–860 MPa 190 MPa
Poisson’s ratio 0.3 0.3
Compressive strength - 2100 MPa

Fig. 2 Schematic representation of the experimental appara-
tus „viscous flow conditions…
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connected to a hydraulic pump. Tightening is controlled by a load
cell made of a gage bridge sensor, ensuring a continuous measure-
ment during experiments. From this measurement, the apparent
contact pressure, referred to as Pca in the rest of this work is
defined as the nominal force F, divided by the apparent contact
area

Pca =
F

��ri
2 − re

2�
�1�

The leakage cell is kept at 20°C during experiments using a coil
in which temperature regulated water flows.

Excessive care was taken to avoid out of parallelism errors
between the metallic surface and the sapphire by introducing a
ring of soft material �rubber or polytetrafluoroethylene� above the
sapphire cylinder and below the metallic surface. Because these
materials are far less rigid than both the metal and sapphire and
since their Poisson’s ratio are close to 0.5, they behave like a fluid
ball-and-socket joint and ensure an excellent correction of this
error. This was verified with a test experiment where the sapphire
disk was replaced by a copper cylinder while a 50 MPa contact
pressure was applied. As sketched on Fig. 3, the mark correspond-
ing to the ring indentation of the 316L surface on the polished
copper face is extremely regular excluding any significant deflec-
tion between the metallic surface and the sapphire.

The liquid for which leakage is measured is stored in a tank
axially connected to the inner part of the contact and may be put
under pressure using nitrogen. The pressurized liquid—or
solute—leaks through the contact and is collected in a closed loop
of solvent. Circulation of the solvent loop is necessary to improve
homogeneity of the mixture and is carried out with a peristaltic
pump. It is kept slow enough to avoid a significant pressure gra-
dient in the outer part of the contact, which is supposed to remain
at the atmospheric pressure. Leak-rate measurements are per-
formed by measuring the mass of solute passing through the con-
tact in the solvent, during a given period of time. This is achieved
by sampling the solvent loop, regularly, taking 1 �l from the mix-
ture with a microsyringe. The sample is analyzed by gas phase
chromatography �GPC� providing the solute concentration.

For experiments under diffusive conditions, the setup is modi-
fied by simply replacing the nitrogen and liquid storage tanks by a
U tube containing the liquid for which leakage is measured. One
end of the tube is connected to the inner region of the contact
while the other end is left opened, the liquid level being adjusted
at the height of the metal/sapphire contact so that no pressure
difference exists between contact edges.

In our experiments, the fluid for which the leak rate was mea-

sured is 1-butanol while the collector solvent is ethanol. These
alcohols were strongly wetting both metal and sapphire surfaces
in the presence of air. Accuracy of leak-rate measurement was
improved significantly by adding an internal standard �1-
propanol� to the solvent, and using calibration performed prior to
experiments �20�. Chromatograms were recorded by making use
of a flame ionization detector. This technique ensures a rapid,
accurate, and high sensitive measurement and has an excellent
compatibility with the alcohols used in our experiments.

Experimental results reported below were obtained with a tight-
ening ranging from 3.8 kN to 30.4 kN. This corresponds to an
apparent contact pressure �Pca� between 100 and 800 MPa. Dur-
ing pressure-driven experiments, the pressure difference, �P, be-
tween the solute in the inner region of the contact and the solvent
in the loop �remaining roughly at atmospheric pressure� ranged
from 1 to 30 bar and was measured using a pressure transducer
with a precision of 60 mbar.

2.3 Experimental Protocol. Leak-rate measurements were
carried out every Pca increment of 100 MPa from low to high
tightening. This procedure avoids possible roughness plastic de-
formation at high loads that might otherwise remain during mea-
surements at lower loads. Because expected leak rates are ex-
tremely small �sometimes �1 �g/min�, special attention must be
addressed to the experimental protocol. For instance, excessive
care must be taken of surfaces cleanness since trapped or adsorbed
solute might be slowly solubilized in the solvent loop and might
be a source of significant error while estimating the leak rate.

For the initial state, two different configurations of the contact
may be considered. In fact, the contact can be first wetted and
saturated with the leaking fluid before load is applied or the ex-
periment can be started with a dry contact. The former case would
ensure leakage under the one-phase flow condition, whereas in the
later, a leak initiates under the two-phase flow condition at least
during a short period during which the contact is partially satu-
rated by air and is being invaded by imbibition. Tests were per-
formed to explore both cases. As shown in Fig. 4, no significant
effects were noted between the two situations and, for simplicity
reasons regarding cleanness, experiments were started with a dry
contact.

After pressure was applied in the solute during pressure-driven
experiments, the resulting force exerted on the sapphire and the
metallic surface, which tends to unload the contact, was corrected
by increasing the tightening of the corresponding value. Once
both pressure in the fluid phase and tightening reached stabilized
values, the solvent loop was analyzed by GPC at regular intervals
of time. This provides the time evolution of the mass of butanol
leaking through the contact.

Fig. 3 Indentation of a polished copper surface by the rough
metallic ring, Pca=50 MPa

Fig. 4 Mass of leaking fluid through the contact versus time -
Pca=240 MPa - �P=9 bar. Open and dark symbols correspond
to an initial dry and wet contact respectively
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3 Experimental Results
In this section, we report some results of leak-rate measure-

ments performed during experiments under viscous and diffusive
conditions. In both cases, the leak rate was recorded while varying
the apparent contact pressure Pca and the pressure difference be-
tween contact edges during viscous flow experiments. As men-
tioned above, two different types of surfaces—A and B—were
used in these experiments. Moreover, two surfaces of type B �i.e.,
B1 and B2� obtained under the same machining conditions were
employed for comparison purposes.

3.1 Leak-Rate Measurements Under Pressure-Driven
Conditions. In Fig. 5, we have represented the time evolution of
the mass of butanol leaking through the contact between the sap-
phire and the metallic surface B1, for three different values �5 bar,
10 bar, and 15 bar� of the pressure difference �P. Experimental
results reported in Fig. 5 were obtained with an apparent contact
pressure equal to 300 MPa. Measurements were performed over
roughly 100 min.

As can be seen in Fig. 5, the mass of butanol present in the
solvent loop evolves linearly versus time and we shall insist on
the excellent values of the associated determination coefficient
�21�. This linear evolution is confirmed on similar results obtained
on surface A and reported in Fig. 6, indicating moreover an ex-
cellent reproducibility between two measurements performed un-
der identical conditions without dismantling between two succes-
sive experiments �22�.

As expected, the leak can be characterized by a unique value of
the mass flow rate for each value of both the apparent contact
pressure and pressure drop between contact edges. The experi-
mental value of this flow rate can be clearly extracted from the

slope of trend lines issued from m�t� data illustrated above using a
least-squares linear fit approach. By doing so, we assume that the
error on the measurement of m�t� remains the same at any time so
that the optimal estimation of the flow rate is, in fact, that result-
ing from a linear least-squares approach. Results of this procedure
applied to data obtained on surface B1 are depicted in Fig. 7,
where we have represented the mass leak rate Q versus pressure
drop for four values of the apparent contact pressure.

Again, as expected, one can observe that the mass leak rate
depends linearly on the pressure drop with excellent determination
coefficients. In addition, the method used in the present work
turns out to be extremely sensitive to detect liquid leakage and is
actually as sensitive as mass spectrometry classically used for gas
leak detection �2,23,24�. In fact, leak rates as weak as
10−4 mg/min can be measured with the system used in the present
work and this can be achieved by increasing the period of obser-
vation and, eventually, by reducing the volume of the solvent
loop. Examples of results in this range of leak rate obtained on
surface B2 for Pca equal to 700 MPa and fluid pressure drops
equal to 10 bar, 20 bar, and 30 bar respectively are reported in
Fig. 8.

One can note, in Fig. 8, that butanol was initially introduced in
the solvent loop so that this species is initially above the chro-
matograph detection threshold. Here, the noise is very significant
compared to the amount of solute collected in the loop and this
leads to small values of the determination coefficients. Neverthe-
less, in the particular case of a linear regression, one can approxi-
mate the variance, Var�Q�, on the estimator of the mass leak rate
�i.e., on the slope of the trend line issued from m�t� data�. This
variance is given by

Var�Q� =
1

�n − 1�
� �Ymodel − Y�2

� X2
�2�

where n is the number of Y�X� measurements, Y being the mass of
butanol measured at time X and Ymodel, representing the mass of
butanol estimated at time X from the trend line equation �25�. For
measurements reported in Fig. 8, this leads to standard deviations
�14% for �P=10 bar, 10% for �P=20 bar, and 5% for �P
=30 bar. These very low flow rates obtained for Pca=700 MPa on
surface B2 are represented versus �P in Fig. 9, where, again, an
excellent linear relationship can be observed along with a zero
flow rate for a zero pressure drop.

The linearity between mass leak rate and pressure drop allows a
description of the flow through the contact by a macroscopic Rey-
nolds law classically used for flow in fractures �26,27�, which, for
the ring-shaped contact under study, can be written under the form

Fig. 5 Time evolution of the mass of butanol in the solvent
loop - Surface B1

Fig. 6 Time evolution of the mass of butanol in the solvent
loop - Surface A

Fig. 7 Mass leak-rate versus pressure drop through the con-
tact for four values of tightening - Surafce B1
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Q

2�
= �

K

�

�P

ln�re/ri�
�3�

In this relationship, re and ri are the external and internal radii of
the contact, � is the dynamic viscosity of the leaking fluid �for
butanol at 20°C, �=2.95�10−3 Pa s� and � is the density of bu-
tanol ��=810 kg/m3 at 20°C� considered as an incompressible
phase in the pressure range investigated in these experiments, and
K is the contact transmissivity having the unit of cubic meters. It
must be emphasized that, from an engineering point of view, K is
a key parameter since it is an intrinsic characteristic of the contact
at a given Pca and should be used to qualify sealing efficiency. By
making use of Eq. �3�, one can easily estimate the transmissivity
of the contact from slopes of trend lines of Q��P� data for each
value of Pca using again a least-squares linear fit approach if one

assumes a constant error on Q��P�. In Fig. 10, we have repre-
sented the evolution of transmissivity obtained on surfaces B1 and
B2 versus the apparent contact pressure. Estimations of the corre-
sponding errors are provided in Sec. 3.

These results clearly highlight the strong dependence of sealing
efficiency on tightening. In fact, transmissivity varies over ap-
proximately seven orders of magnitude while the apparent contact
pressure varies between 100 MPa and 700 MPa. As shown in Fig.
11, the evolution seems to roughly obey a power law and fits
performed on our experimental data indicate that K can be scaled
as

K � Pca
−6.4 �4�

for surface B1 and

Fig. 8 Time evolution of the mass of butanol in the solvent
loop - Surface B2 - Pca=700 MPa - a… �P=10 bars - b… �P
=20 bars - c… �P=30 bars

Fig. 9 Mass leak-rate versus pressure drop - Pca=700 MPa -
Surface B2

Fig. 10 Contact transmissivity versus tightening for two simi-
lar rough surfaces B1 and B2

Fig. 11 Power law fits on K„Pca… - Surfaces B1 and B2
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K � Pca
−6.7 �5�

for surface B2.
No leak was detected for Pca �800 MPa on surface B2, and

after this value of Pca has been reached and tightening is de-
creased, a completely different behavior of transmissivity is ob-
served since at 200 MPa and 100 MPa leak rates are respectively
divided by a factor 700 and 2400. This hysteresis must be the
proof of permanent deformations of surface defects in the plastic
domain remaining during the contact pressure release.

As shown in Fig. 10, transmissivities for both surfaces are very
similar over the range of apparent contact pressure investigated
here. However, as will be seen below with results obtained on
effective diffusivities, it is not sufficient to conclude that aperture
fields are completely similar. This can be explained by the fact
that viscous flow explores a complex average operating on the
cube of the aperture field whereas diffusive flux is related to an-
other average formed on the aperture field only �28�. As said
before, a direct comparison of these experimental data to a theo-
retical and numerical analysis of both surface deformation and
flow within the aperture field will be reported later on.

3.2 Leak-Rate Measurements Under Diffusive Operating
Conditions. Experiments described in this section aim at the de-
termination of solute mass flux through the contact resulting from
a diffusion process due to the concentration gradient of chemical
species between contact edges without any pressure gradient. This
type of experiment is motivated by the fact that a diffusive leak
provides a signature of the aperture field, which differs from that
revealed by viscous leak. In these experiments, we only consider
the flux of butanol contained inside the contact into ethanol �and
propanol� contained in the solvent loop. Diffusive leak-rate mea-
surements were carried out on surfaces B1 and B2 while, as for
viscous leak rate measurements, contact pressure was varied be-
tween 100 MPa and 800 MPa. Because fluxes are extremely small
and close to the chromatography detection threshold, measure-
ments were performed over large periods of time �typically sev-
eral hundreds of hours�.

If the aperture field is slowly varying all over the contact, i.e., if
the local slope on the rough surface everywhere is small compared
to unity, it can be easily shown by integration of a classical Fick’s
law that the diffusive mass flux Qd �here, butanol in ethanol� is
given by a relation similar to Eq. �3�

Qd

2�
= Deff

�ci − ce�
ln�re/ri�

�6�

In Eq. �6�, re and ri are the external and internal radii of the
contact, ce and ci are the external and internal mass concentrations
of the leaking fluid �butanol�, and Deff the effective “diffusivity”
of the contact �in cubic meters per second�. If one assumes that ce
remains extremely small �ce�0� in the solvent loop and that the
inverse flux of ethanol �and propanol� is negligible, an alternate
form of Eq. �6� is

Qd

2�
= Deff

�

ln�re/ri�
�7�

where � is the density of butanol.
Our experimental results of diffusive mass leak rate measure-

ment were used in Eq. �7� to identify Deff following the same
procedure as the one used to determine K. In Fig. 12, we have
represented the ratio Deff /D versus Pca, D being the molecular
diffusion coefficient of butanol in ethanol. Here, we took D
=10−9 m2/s. It should be emphasized that, as for K, Deff /D is an
intrinsic property of the contact which only depends on the aper-
ture field topology for a given Pca.

No leak rate was detected at 300 MPa on surface B1, and at
500 MPa on surface B2. As can be observed on results on surface
B2, effective diffusivity strongly decreases over roughly four or-
ders of magnitude when tightening increases from 100 MPa to

400 MPa. Moreover, the values of Deff significantly differ be-
tween the two surfaces although transmissivities were very simi-
lar.

3.3 Measurements Uncertainty. Global uncertainty on trans-
missivity and effective diffusivity can be expressed in a simplified
manner as

�K

K
=

�Q

Q
+

��

�
+

���P�
�P

+
�r

ln�re/ri�
� 1

re
+

1

ri
� �8�

�Deff

Deff
=

�Qd

Qd
+

�r

ln�re/ri�
� 1

re
+

1

ri
� �9�

where no error was assumed on �. The corresponding value of
tightening must also be considered with its own uncertainty

�Pca

Pca
=

�F

F
+

2�r

re − ri
�10�

keeping in mind that these three last expressions are actually over-
estimations of the relative errors.

In Eqs. �8� and �9�, �Q and �Qd were simply approximated by
the mean values of the standard deviations given by Eq. �2� on all
the values of Q and Qd used to estimate K and Deff, respectively.
The term �� /� in Eq. �8� results from temperature fluctuations,
and we estimated this relative error to 0.25%. This corresponds to
the viscosity variation of butanol at 20°C due to a temperature
fluctuation of 0.1°C. The error on �P results from measurement
accuracy performed with the pressure transducer and is equal to
60 mbar. To account for fluctuations over time due to microleak-
age in the nitrogen circuit, we also took a relative error of 1% on
�P. The contribution of the pressure drop error on �K /K in Eq.
�8� was taken as the average value of all the values of
���P�	�Pused to determine K. As for �P, the error on F results
from the measurement with the load cell which accuracy is 75 N
as well as fluctuations over time due to microleakage in the hy-
draulic circuit of the jack and we took �F /F equal to 1% to
account for this. It must be noted that �P and F are coupled
parameters since solute pressure variations induce tightening fluc-
tuations. However, coupling was not considered in the present
estimation. Finally, for the error on the external and internal radii
of the contact ring, we took

�re = �ri = �r = 0.01 mm �11�

As an illustration, estimations of the relative errors on Pca and on
experimental results obtained for K and Deff on surface B2 are
reported in Table 3.

One can see on these results that the relative error on Pca is
�10% and slightly decreases while increasing the load. This is
due to the fact that �F /F decreases, whereas the major contribu-

Fig. 12 Ratio of effective diffusivity to molecular diffusion co-
efficient determined from experimental leak rate measurements
- Surfaces B1 and B2
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tion, which comes from the term involving �r, remains constant.
For K, the relative error is large for small values of Pca, decreases
for moderate loads and increases again for larger values of Pca. In
fact, for small values of Pca, leak rate measurements require small
values of �P for which relative errors are very significant. For
large values of Pca, flow rates are very small and the relative error
on Q is the major contribution to �K /K. In the same manner, the
relative error on Deff increases with Pca due to the increase of
�Qd /Qd.

4 Conclusion
In this work, an original experimental method and device were

designed and used to measure leak rate through a metal contact
seal. The experimental technique allows measurements of liquid
mass flow rates as small as 10−4 mg/min with great precision
under well-controlled conditions of temperature, pressure in the
fluid to be sealed, and tightening �i.e., apparent pressure� applied
to the contact. Here, a uniform apparent contact pressure Pca was
considered. The technique reveals to be as sensitive as mass spec-
trometry classically employed for gas leak-rate measurements,
and this represents a significant breakthrough in comparison to
existing methods. Although any other configuration could be used,
experiments were performed on a model contact between a plane
metallic ring obtained by turning and a sapphire surface. This
choice was motivated by the fact that the topology of the contact
can be described in this case by that of the metallic surface only,
which will significantly simplify future comparison to predictive
models. Because of the sensitivity of the method, the leak was
investigated in the rather classical viscous flow regime but also in
the pure diffusive regime resulting from a species gradient.

As expected, experimental results reproduce linear dependence
of the flow rate on the driving force �i.e., the pressure or concen-
tration gradient� and excellent correlation coefficients are ob-
tained. The linear dependence provides the transmissivity, K in the
viscous case and the effective diffusivity Deff, in the diffusive case.
These coefficients are the macroscopic characteristics of the
whole contact essential for engineering purposes. Because they
explore two different averages of the aperture field, K and Deff /D
provide interesting complementary data on the contact behavior
regarding seal efficiency. Experimental results indicate that, in the
configuration under study, these coefficients vary very strongly
with the apparent contact pressure following stiff power laws �K
decreases over roughly six orders of magnitude in the range of
100–800 MPa for Pca�. The methodology developed in the
present study, coupled to deformation and flow descriptions with
appropriate models along with topological analysis at different
scales of observation, should contribute to understand �and further
improve� seal behavior under very different operating conditions.

Use of this experimental technique can also be interesting in
many other domains of the microfluidic whenever very small liq-
uid flow rates are to be accurately measured or controlled.
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Table 3 Uncertainties on Pca transmissivities, and effective
diffusivities obtained on surface B2

Pca �MPa�
�Pca

Pca
�%�

�K

K
�%�

�Deff

Deff
�%�

100 9.7 15 7
200 8.7 15 7
300 8.3 10 8
400 8.2 11 16
500 8.1 10
600 8.0 11
700 8.0 19
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The theory of micropolar fluids based on a Cosserat continuum
model is utilized for analysis of two benchmarks, namely, plane-
Couette and pressure-driven channel flows. In the obtained theo-
retical velocity distributions, some new terms have appeared in
addition to linear and parabolic distributions of classical fluid
mechanics based on the Navier-Stokes equations. Utilizing the
principles of irreversible thermodynamics, a new dissipative
boundary condition is developed for angular velocity at flat plates
by taking the couple-stress vector into account. The obtained re-
sults for the velocity profiles have been compared to results of
recent and classical experiments. This paper demonstrates that
continuum mechanical theories of higher orders, for instance
Cosserat model, are able to describe a complex phenomenon,
such as hydrodynamic turbulence, more precisely.
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1 Introduction
Classical continuum mechanics considers the interaction of mi-

crostructural units of the material through stresses and displace-
ments of material points. To describe the material behavior of
fluids and solids by means of a continuum mechanical theory, a
set of field equations containing mass, linear, and angular momen-
tum balance and some particular constitutive equations is needed.
However, in reality, interaction of grains may include rotations
and the corresponding couple stresses. Therefore, the averaging
scheme of classical continuum mechanics should consider rotation
and couple stresses as well. If the microstructure of the material is
mechanically significant and Noll’s theory of simple materials
cannot solve the problem, a more sensitive continuum theory,

such as nonlocal, micropolar, multipolar, microstretch, and gradi-
ent theories �1–6� with higher kinematic status will be applied
more successfully. A comprehensive review of existing theories of
microcontinuum fluid mechanics with various applications has
been presented in �7�.

The basic idea of a Cosserat continuum was first proposed by
two French brothers, Eugene and Francois Cosserat in their land-
mark publication in 1909 �8�. Their proposed theory was later
reworked by Gunther �9� and Mindlin �10,11�, who laid out the
kinematics and statics of Cosserat continuum in a useful form for
applied mechanics applications. Eringen coined the name mi-
cropolar continuum for the Cosserat medium in 1968 �12,13�. The
essential equations of Cosserat fluid mechanics as pertains to the
current work are summarized in the following sections based on
an axiomatic conception of a polar and nonlocal continuum theory
for materials of order m and grade n by Trostel �1,5�. In such a
continuum, we consider the effect of couples on a material ele-
ment in addition to and independent of the effect of forces.

Plane-Couette flow is the shear-induced motion of a fluid con-
tained between two infinite flat plates, which are in parallel,
straight-line motion in opposite directions relative to each other at
a distance of 2h. It represents the simplest type of shear flow
known. The outstanding feature of this motion, schematically de-
picted in Fig. 1, is that this flow configuration appears to provide
a unique environment for furthering insight into the basic mecha-
nisms of turbulence and hydrodynamic stability. Moreover, of
course, plane-Couette flow is also of considerable practical impor-
tance in the contexts of, for instance, fluid-film tribology and ve-
hicular transportation. There is no pressure gradient in plane-
Couette flow. The flow in a similar configuration as depicted in
Fig. 1 but in presence of the pressure gradient and with U=0 is a
called pressure-driven channel flow. This flow configuration also
makes an excellent benchmark to study properties of turbulent
flows. Reichardt studied turbulent plane-Couette flow problem,
experimentally �14,15�. He also carried out experiments to study
turbulent pressure-driven channel flow �16�. Hagiwara et al. �17�,
Bech et al. �18� and Aydin et al. �19� performed experiments to
study properties of turbulent plane-Couette flow. The results of
present work have been validated by the use of experimental data
reported in �16–18�.

The Cosserat model and the gradient theory are good candi-
dates for modeling turbulence phenomenon in fluids. The turbu-
lent plane-Couette and pressure-driven channel flows have been
investigated analytically by some authors, using a continuum me-
chanical gradient theory of higher grades fluids �2,20–23� and the
theory of Cosserat fluids of grades 1 and 2 �24�. The turbulent
flow through smooth pipes has been investigated by the use of a
Cosserat model of grade 1 in �25�. In a recent paper, Eringen
proposes a so-called micromorphic model of turbulence �26�. The
micropolar fluid mechanics is a special case of the micromorphic
model. In present work, the micropolar model is employed be-
cause of its mathematical simplicity in contrast with the more
general theory of micromorphic fluids. However, the micropolar
model yields precise results as demonstrated by the results of
present work. In order to obtain results of more physical meaning,
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a new dissipative boundary condition has been developed. The
results of the experiments and also the results of present analysis
are reported for the mean velocities defined by

v̄�x� =
1

�t�
t0

t0+�t

v�x,t�dt �1�

2 Governing Equations
The basic equations of Cosserat continuum mechanics can be

found in �1,3,4�. Here, just a brief list of constitutive and govern-
ing field equations is given. We choose linear constitutive equa-
tions that describe the material behavior. They can be considered
as a generalization of Newtonian fluids in the classical Navier-
Stokes theory

tkl = �− � + �vvr,r��kl + �v�vk,l + vl,k� + kv�vl,k − �klr�r� �2�

mkl = �v�r,r�kl + 	v�k,l + 
v�l,k �3�

where comma denotes the partial differentiation and �ijk is the
permutation tensor. Moreover, � is the thermodynamic pressure.

Introducing the above constitutive equations to the equations of
linear and angular momentum balance along with the mass bal-
ance gives the desired governing field equations

��

�t
+ � · ��v� = 0 �4�

��v + 2�v + kv��� · v − ��v + kv�� � � � v + kv� � � − ��

+ ��f −
Dv

Dt
� = 0 �5�

��v + 	v + 
v��� · � − 
v� � � � v + kv� � v − 2kv�

+ ��l − j
D�

Dt
� = 0 �6�

where �, j, f i and li are the mass density, microinertia, body force
per unit mass, and body couple per unit mass, respectively, and
D /Dt denotes the substantial time derivative.

By the incompressibility assumption, the thermodynamic pres-
sure � becomes an undetermined pressure p, which must be de-
termined by the given boundary conditions. For incompressible
flow condition, Eq. �4� is also replaced by

� · v = �ivi = 0 �7�

3 A Notion on Dissipative Boundary Conditions
Boundary conditions enforced to the problems occurred in con-

tinuum mechanics can be classified with respect to the second law
of thermodynamics. According to this point of view, two classes
of boundary conditions can be used in general. The first kind is the
isoenergetic boundary condition in which the power of surface

vanishes �Po=0�, and it describes the ideal reversible condition.
For the second kind, namely, the case of a nonzero power of
surface �Po�0�, which describes the real irreversible condition,
Trostel �1,5� developed a concept of slip velocity at the solid wall.
This concept is generalized by Alizadeh �23� for the case of fluids
of grades 2 and 3 with one kinematic vector field, i.e., the velocity
field.

In present work, this concept combined with the principles of
irreversible thermodynamics is used to derive a dissipative bound-
ary condition relating the angular velocity and the couple-stress
vector at the solid wall. The couple-stress vector and the value of
angular velocity at the boundary may be assumed as generalized
thermodynamic flux and force, respectively. The couple-stress
vector is given by

n · m = nyey · myzey � ez = mzez �8�

The only component of angular velocity vector which exists in a
channel configuration is �z. Recalling the Onsager-Eckart prin-
ciple, which postulates that the thermodynamic flux must be a
function of all thermodynamic forces, and since a single irrevers-
ible process is considered here, we have the following functional
relation for the channel configuration describing our dissipative
boundary condition:

mzez = f��zez� = f��zez�ez �9�

Considering the scalar form of Eq. �9�, we have

mz = f��z� �10�

A Taylor’s series expansion of functional �10� about �z=0 yields

mz = m0 +
df

d�z
�z +

d2f

d�z
2�z

2 + ¯ = m0 + �1�z + �2�z
2 + ¯

�11�

According to the generalized version of zeroth law of thermody-
namics, which states that the thermodynamic fluxes vanish in the
absence of thermodynamic forces, we have m0=0. Thus, assum-
ing the linear approximation, Eq. �11� reduces to the following
one:

mz =
df

d�z
�z = �1�z �12�

Because of the Onsager’s linear phenomenological theory of irre-
versible processes, the physical meaning of linear approximation
is that the deviation from thermodynamic equilibrium is small. A
new parameter �1 occurs in the obtained boundary condition �12�,
which is a material constant and should be calculated as a part of
solution.

We can also assume that the boundary exerts a moment to the
adjacent fluid element. Because of our knowledge about the influ-
ence of surface roughness on turbulent flow properties and since
we can model the effect of roughness with a moment exerted by
the surface to the fluid element, the following boundary condition
would be of more physical meaning:

mz = 
v
d�z

dy
= M �13�

where M is the moment exerted by the unit area of the surface. It
is also an unknown parameter and should be a part of solution.
This is another kind of dissipative boundary condition and the
power of surface in this case becomes

Po =�
�

M�zdo �14�

in which the surface integral �14� is defined on the boundary sur-
face �. In Eq. �13�, M is a function of thermophysical properties
of fluid, roughness of the wall, and the flow parameters, for in-
stance, the Reynolds number.

Fig. 1 Schematic diagram of channel configuration
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4 Problem Definition
The flow between two stationary parallel plates at the distance

of 2h �i.e., in a channel� is depicted in Fig. 1. The Ox axis over-
laps the main line; the Oy axis is perpendicular to the flow direc-
tion, whereas the Oz axis is perpendicular to the plane of flow. In
this case, the velocity components and the microrotation velocities
are

vy = vz = 0, vx = u�y� �15�

�x = �y = 0, �z = ��y� �16�

The mass conservation law �7� is identically satisfied with �
=const. Neglecting the body forces and body couples, the equa-
tions of motion �5� and �6� are reduced to the following form:

��v + kv�
d2u

dy2 + kv
d�

dy
−

dp

dx
= 0 �17�


v
d2�

dy2 − kv
du

dy
− 2kv� = 0 �18�

The above two coupled ordinary differential equations ��17� and
�18�� should be subjected to boundary conditions at y=0 and y
=h. The boundary conditions at y=0 imply the kinematic status at
centerline of channel, which states that the velocity distribution
must be an odd function, i.e., u�−y�=−u�y� in the case of plane-
Couette flow and it must be an even function, i.e., u�−y�=u�y� in
the case of pressure-driven channel flow. The boundary conditions
at upper plate for plane-Couette flow are

At y = h: u = U, 
v
d�

dy
= M �19�

which hold for pressure-driven channel flow by setting U=0.

5 Problem Solution
The general solution for plane-Couette flow is obtained by set-

ting dp /dx=0 in Eq. �17�. Hence, the general solutions of homo-
geneous Eqs. �17� and �18� for the linear and angular velocities in
this case are given by

u�y� = C1 + C2y + ��C3 sinh �y − C4 cosh �y� �20�

��y� = C2 + C3 sinh �y + C4 cosh �y �21�
where

� =�kv�2�v + kv�

v��v + kv�

�22�

� =� kv
v

��v + kv��2�v + kv�
�23�

The kinematic condition of being an odd function requires that
C1=C4=0. The remaining integration constants are determined by
using boundary conditions �19�

C2 =
U

h
−

M� tanh �h


v�h
�24�

C3 =
M


v� cosh �h
�25�

The general solution for inhomogeneous set of two ordinary
differential equations governing the pressure-driven channel flow
is

u�y� = C1 + C2y +
dp/dx

2�v + kv
y2 + ��C3 sinh �y − C4 cosh �y�

�26�

��y� = C2 −
dp/dx

2�v + kv
y + C3 sinh �y + C4 cosh �y �27�

where � and � are defined in �22� and �23�. The kinematic condi-
tion of being an even function implies that C2=C3=0. The re-
maining constants are determined by enforcement of boundary
conditions at the upper wall

C1 =
� coth �h

�
	M


v
+

dp/dx

2�v + kv

 −

dp/dx

2�v + kv
h2 �28�

C4 =
1

� sinh �h
	M


v
+

dp/dx

2�v + kv

 �29�

The values of material coefficients and also the surface moment
M and the pressure gradient in the case of pressure-driven channel
flow should be known in order to obtain the velocity profiles.
Since the material coefficients of Cosserat fluids are unknown, we
have to determine them from the experimental data by the use of
a numerical recipe for nonlinear optimization.

6 Material Identification and Numerical Results
In order to determine the material coefficients �, �, and 
v,

surface moment M, and pressure gradient dp /dx occurred in Eqs.
�20�, �21�, and �24�–�29� on the basis of experimental data, the
well-known Levenberg-Marquardt numerical algorithm for non-
linear optimization has been employed. For the case of plane-
Couette flow, the experimental data reported by Hagiwara et al.
�17� are used for optimization routine. The experiment has been
done in a channel with 2h=30 mm, and the working fluid was
water. The velocity of upper and lower plates was U
=86.996 mm/s, and thus, the Reynolds number based on U, h and
the kinematic viscosity of water � was 1.3�103. The optimization
of theoretical velocity profile �20� with calculated integration con-
stants �24� and �25� on the basis of the measurements leads to the
following material parameters and surface moment:

� = 640.67, � = 1.83, 
v = 0.079, M = 1.84 �30�

The obtained theoretical dimensionless velocity profile u /U and
the experimental data of Hagiwara et al. �17� have been shown in
Fig. 2. The abscissa is also the dimensionless coordinate y /h. In
order to have more insight and better comparison, the experimen-
tal data of Bech et al. �18� have been depicted in Fig. 2, which
reported for a Reynolds number of 1260, very close to the con-
sidered Reynolds number of 1300. Note that the critical Reynolds
number, for which turbulence can be sustained, was 360 in the
similar experiment �27�.

The experimental data reported by Reichardt �16� are applied to
obtain the theoretical velocity profile of pressure-driven channel
flow. The experiments were carried out for turbulent water flow in
a channel with 2h=246 mm and in presence of pressure gradient.
The material parameters �, �, and 
v depend on the material and,
for instance, temperature. Thus, they are the same for both plane-
Couette and pressure-driven channel flows as water was the work-
ing fluid of both experiments. Now, we have to determine M and
dp /dx, because they also depend to flow parameters as well as to
material properties. In order to carry out the optimization recipe,
we have a problem with the term 2�v+kv appears in integration
constants C1 and C4. Thus far, we obtained � and � from the
optimization process for plane-Couette flow. However, one can
divide � by � to obtain

2�v + kv =

v�

�
�31�

Now, we can proceed to the optimization routine. The optimi-
zation of theoretical velocity profile �26� on the basis of the mea-
surements �16� leads to the following surface moment and pres-
sure gradient:
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M = 26.09,
dp

dx
= − 725.74 �32�

The negative value of obtained pressure gradient has the physical
meaning that the fluid flows in the direction of decreasing pres-
sure, and it is an extra check for our optimization process. The
obtained theoretical dimensionless velocity profile u�y� /u�0� and
the experimental data of Reichardt �16� have been shown in Fig.
3. The abscissa is the dimensionless coordinate y /h.

7 Concluding Remarks
The present work extends the limited available knowledge on

continuum mechanical description of turbulence in Newtonian in-
compressible fluids. The views in the literature for characterizing
turbulent flows by means of continuum mechanical models have
been presented. The governing equations of micropolar fluid me-
chanics have been adjusted for two benchmarks: plane-Couette
and pressure-driven channel flows. This adjustment was carried
out by the solution of the equations of motion and enforcing clas-
sical kinematic and a new dissipative boundary condition, which
relate the couple-stress vector and the angular velocity gradient at
a solid wall. After the material identification by the use of the
Levenberg-Marquardt algorithm for nonlinear optimization, the
obtained turbulent velocity profiles were compared to available
similar experimental results in the recent and elder literature. Fig-
ures 2 and 3 show a good agreement and satisfying consistency in
quality and quantity with published experimental data. The paper
demonstrates that a complex phenomenon such as turbulence can
be modeled by the use of nonclassical continuum mechanical
theories such as a Cosserat model.
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Interested in Cavitation Erosion?

ASTM’s Subcommittee G02.10 on Erosion would like to hear from you if you have any interest in cavitation erosion testing. Do you
�or your organization�:

• Use �or have used� ASTM Method G 32 for cavitation erosion testing?
• Use �or have used� any other cavitation erosion, or liquid impingement erosion, test method? �For example, ASTM G 73

or G 134.�
• Have any concern with cavitation erosion as a field problem or research topic?

If any of above apply, please contact the following with a brief explanation:

Frank J. Heymann, task group chairman
25 Thornton Way # 205, Brunswick, ME 04011, USA
Email: marseah@gwi.net
Phone: 207-725-7073

The objective of this effort is to help us determine the degree of interest in, and importance of, cavitation erosion test methods at the
present time. If you respond, we will send you a questionnaire and hope you will be willing to reply to that also!

Paul A. Swanson
Subcommittee G02.10 chairman

Journal of Fluids Engineering JUNE 2007, Vol. 129 / 811Copyright © 2007 by ASME

Downloaded 03 Jun 2010 to 171.66.16.156. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm


	TECHNICAL PAPERS
	TECHNICAL BRIEF
	ANNOUNCEMENT

